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Abstract: The accuracy of a Naive Bayes Classifier over text classification tasks can be significantly improved by taking advantage of 

decomposition schemes such as Error-Correcting Output Codes. ECOC is the task of document categorization and it is a method for 

decomposing multi-way classification problems into binary classification tasks. By The Additive nature of the classifier all binary 

classifiers can be trained in single pass through the data, through this approach the training complexity is reduces O(n.t.g) to O((n+t).g). 
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1. Introduction 
 
The decomposition of k-class problem into a set of n binary 
classification problem is one of the common approaches for 
tackling the multi class classification problem. With focus 
on classification problems and explores the methods of 
extending the binary classification techniques to multi-class 
classification (classifying instances into more than two 
classes), we are using class based decomposition schemes to 
Naive Bayes classifier. The decomposition schemes are 
(One-against-all or One-against-one), these schemes are 
modelled within the error correcting output codes (ECOC). 
 
The original need for development of ECOC (Dietterich and 
Bakiri 1995) is to transfer the error correcting properties to 
the problem of multi-class Classification. Naive Bayes 
algorithm can benefit from the combination of ECOC for 
text classification. One-against-one decomposition of Naive 
Bayes is similar to standard Naive Bayes (Suilzmann et. al. 
(2007)). By the combination of ECOC with Naive Bayes we 
can improve the classification accuracy. 
 
The idea behind this procedure is binary decomposition of a 
Naive Bayes classifier can be computed efficiently from the 
estimated conditional probabilities of the simple Naive 
Bayes. The Naive Bayes can result erroneous probability 
estimates due to optimal despite violations when making 
independent assumptions, so we can simply using ECOC-
NB. 
 
1.1 ECOC 
 
In ECOC required code matrix, coding matrix selection is 
difficult when the design of ECOC classifier, this coding 
matrix can be generated by using the one-against-all or one-
against-one decomposition schemes with BCH codes. Where 
rows represent the classes and columns represent the number 
of classifiers, if the number of classes is lower and lower the 
probability to generate a suitable ECOC matrix and after 
getting the code matrix, each row assigned as like code word 
for the particular class.  
 
To find distance between the code words we can use BCH 
(Bose and Ray-Chaudhuri) codes, these codes are specifies 
hamming distance between the code words. If the distance is 
greater, number of errors can be detected or corrected is to 

be greater. BCH code words specific length and hamming 
distance can be computed using generator polynomial. To 
generate binary BCH codes we are using bchpoly routine of 
Gnu Octave. Sample BCH codes (15,5,7), (31,6,15), 
(63,7,31), (127,8,63). Detailed description and for 
Information on BCH codes found in Bose and Ray-
Chaudhuri (1960), Macwilliams and Sloane (1983). In this 
paper we improved the text classification accuracy of Naive 
Bayes classifier with the combination of ECOC-NB. 
 
2. Related Work 
 
Naive Bayes classifier is the simple probabilistic classifier 
by applying Bayes theorem with independence assumptions 
between the features. Naive Bayes is having ability to learn 
multi-class predicators. Classification performance can be 
improved by the combination of ECOC. The combination 
seems to be promising especially for text classification 
(Berger 1999; Ghani 2000). Let each example X be 
characterized with g values (𝑎1, … . , 𝑎𝑔) for 
attributes 𝐴1, . . , 𝐴𝑔, and C={𝐶1, . . , 𝐶𝑘} be the set of classes. 
Using Bayes theorem, we can compute the probability that x 
belongs to class 𝐶𝑖 as: 
 

Pr 𝐶𝑖 𝑥 == Pr 𝐶𝑖 . Pr⁡(𝑎1, . . , 𝑎𝑔|𝐶𝑖)/Pr⁡(𝑎1, . . , 𝑎𝑔) 
 
Above equation can be written as: 

Posterior=𝑃𝑟𝑖𝑜𝑟 ∗𝑙𝑖𝑘𝑒𝑙𝑖 𝑕𝑜𝑜𝑑

𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒
 

Using the class-conditional independence assumption, we 
can estimate the class conditional probability 

Pr 𝑎1, . . , 𝑎𝑔 𝐶𝑖 =   𝑃𝑟

𝑗=1,….𝑔

⁡(𝑎𝑗|𝐶𝑖) 

 Pr⁡(𝑎𝑗|𝐶𝑖) And Pr 𝐶𝑖  are estimates from the training data. 
The solution to multi categorization problems by identifying 
reducing them to multiple binary problems are then solved 
using a margin-based binary learning algorithm[1], The 
categorization of documents using ECOC (error-correcting-
output codes)[2]. The error-correcting output codes provide 
a general-purpose method for improving the performance of 
inductive learning programs on multiclass problems [3]. 
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3. Methodology 
 

3.1 ECOC Matrix Generation Using BCH Codes 
 
ECOC coding is a procedure for solving multi-way 
classification problems. The code words length hamming 
distance is completed using generator polynomial. Each 
class is initialized with randomly selected vector and it is 
multiplied with generator polynomial to get the code word 
for the class. The distance between pair of code words is 
should be the maximum in order to reduce misclassification 
of data. 
 

 
 
If classifier C3 & C5 misclassifies an instance 
simultaneously then only the instance will be misclassify 
(A/C) by the ECOC ensemble.  
 
When coming to B/C (or) A/B at least four classifiers need 
to misclassify an instance simultaneously in order to 
misclassify an instance between B/C or A/B. Vulnerability is 
between those pairs of classes-with minimum hamming 
distance over all pairs of classes (K𝐶2) where ‘k’ is number 
of classes, and it is possible to detect errors/ 
misclassification is less than the minimum hamming 
distance which is the characteristic feature of the coding 
scheme applied with the given data bit length and code 
length. 
 
The minimum hamming distance can be obtained by the 
summation of two codes. If n=6 and Class A=(110011) and 
Class B=(10100) then A+B=(011010), w(A+B)=3 is gives 
the number of once in summation and d(A+B)=3=w(A+B). 
The hamming distance satisfies three conditions. 
 
 d(A+B)=0 if only if A=B 
 d(A,B)=d(B,A) 
 d(A,B)+d(B,C)≥d(A,B) 
 
3.2 Base Probability Reduction 

 

General idea behind the efficient computation of arbitrary 
class based decompositions of Naive Bayes probability 
estimations can be reduced to parameter estimation of the 
Naive Bayes classifier is to Pr⁡(𝑎𝑗|𝑐𝑖) and Pr⁡(𝑐𝑖). 
 
Consider a column of the coding matrix of the training set of 
a binary classifier. Column having set of classes as positive 
then it holds 𝑃𝑟⁡(𝐶𝑏

+), based on positive samples and 
negative samples probabilities are calculated. 

Pr (Cb
+) =  Pr⁡(𝑐)𝑐∈𝐶𝑏

+                    ……. (1) 
Pr (aj|Cb

+) = Pr (aj|c1 ˅ …. ˅ cl)          ……… (2)  
= Pr (aj ˄ (c1 ˅ ….˅ cl))

𝑃𝑟(c1 ˅ ….˅ cl)
  

= 𝑃𝑟(𝑎𝑗  ˄ 𝑐1 ) + ….+ 𝑃𝑟(𝑎𝑗  ˄ 𝑐𝑙 )

 Pr⁡(𝑐𝑖)𝑙
𝑖=1

 =  
 Pr⁡(𝑎𝑗  ˄ ci) 𝑙
𝑖=1

 Pr⁡(𝑐𝑖) 𝑙
𝑖=1

 

 
Equation (1) and (2) shows all the necessary values Pr(𝐶+

𝑏) 
and Pr (𝑎𝑗 |𝐶𝑏

+) can be computed using Pr⁡(𝐶𝑖) and Pr (𝑎𝑗 |𝐶𝑖) 
as for the regular Naive Bayes. Different decompositions 
within ECOC framework can be applied to Naive Bayes 
because for reducing further probability estimation steps 
from training data. 
 

3.2.1 Pre-calculation: 
Discrete/nominal Attribute: 

For discrete attributes Pr (𝑎𝑗  |𝐶𝑏
+) = 

(    𝑎𝑗  ∩ 𝐶𝑖  )+1𝑙
𝑖=1

 |𝐶𝑖
𝑙 
𝑖=1 |+|𝑎𝑗 |

 

This complexity is not dependent on the number training 
instances. The training complexity is decreased when 
compared to the straight-forward application of the ECOC 
framework. Consider a problem with large number of 
attributes and classifiers lead to increase of testing 
complexity. 
 
To solve the above problem we can use precalculation 
scheme, precalculating the probability distributions needed 
to the classifiers instead of aggregating the series the part-
probabilities for each instance and calculating the 
probabilities based on attribute types. 
 

Numeric Attribute: 

For numeric attribute we can estimate the conditional 
probability using two procedures. 
a. Normal Density Estimation: 

Here conditional probability modelled as normal distribution 

 fn(x)= 
𝟏

 𝟐𝝅𝝈𝟐
 𝒆𝒙𝒑

−
 𝒙−𝝁 𝟐

𝟐𝝈𝟐   

Where µ=
𝟏

𝒕
 𝒙𝒎

𝒕
𝒎=𝟏  and 𝝈

 
 𝒙𝒎

𝟐  − 
  𝒙𝒎

𝒕
𝒎=𝟏  

𝟐

𝒕
 𝒍

𝒎=𝟏

𝒕
  

Sum of observed attribute values is  𝑥𝑚
𝑡
𝑚=1  and sum of 

squared values is  𝑥𝑚
2𝑡

𝑚=1  
 

b. Kernel Density Estimation:  

 fk(x)=
𝟏

𝒕.𝒉
  𝑲(

𝒙−𝒙𝒎

𝒉
)𝒕 

𝒎=𝟏  

 
Kernel density estimator also maintains all observed data 
values 𝑥𝑚  and probability estimate of value x depends on its 
distance to these values.  
 

3.3. Output Classification: 
 
For ‘k’ classes and n bit-length of the matrix, generates 2𝑛  
possible combinations of codes, so for each class number of 
possible combinations are 8, i.e. n/k combinations are 
getting for each class. 
 
Let ∝𝑖  is sequence of bits transmitting over having number 
of one in those places, when an error occur in transmitting 
the bits then ∈𝑖  is the noise vector, the received output 
sequence is ∝𝑖+∈𝑖  and number of errors is w(∝𝑖). The Code 
is said to be t-error correcting, in case of t-error error 
correction, we use slepians decoder, by this partition the 
group 𝐵𝑛  into 2𝑟  cosets and values of r= n-log 𝑘 
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Step 1: Identify (2𝑟 ) cosets in 𝐵𝑛  
Step 2: Identify coset leader 
Step 3: Add coset leader to ∝𝐴to get 𝑆𝐴  and similarly get 
𝑆𝐵  , 𝑆𝐶  ,  𝑆𝐷  
Classification is based on belongingness of the n-bit output 
vector which is formed the classification given by n 
classifications of the partitions 𝑆𝐴  to  𝑆𝐷  
 
a. Algorithm (ECOC-NB Training):  

Requirements: ECOC matrix M, Training set T 

(1) For each training instance(x,𝐶𝑖) calculate ePrior. 
OBSERVE (i) is nothing but Pr (𝐶𝑖) 
(2) For each training instance x calculate 
e𝐶𝑜𝑛𝑑𝑖𝑖 ,𝑗 .OBSERVE (ValueOf (𝑎𝑗 )) 
(3) For each classifier 𝑓𝑖  calculate Pr (𝐶𝑏𝑗

+ ) and Pr (𝐶𝑏𝑗
− ) 

(4) For each attribute 𝑎𝑘  precalculate Pr (𝑎𝑘 | 𝑐𝑏𝑗
+ ) and Pr 

(𝑎𝑘  | 𝑐𝑏𝑗
− ) based on attribute type and also based on 

estimation technique. 
 

b. Algorithm (ECOC-NB Testing): 

Requirements: matrix (𝑚𝑖𝑗 ), Pr (𝐶𝑏𝑗
+ ), Pr (𝐶𝑏𝑗

− ), 
Pr(𝑎𝑘 | 𝑐𝑏𝑗

+ ),Pr (𝑎𝑘  | 𝑐𝑏𝑗
− ), training instance x= (𝑎1 , 𝑎2,,, 𝑎𝑚 ). 

(1) For each binary classifier and for each column compute 
bit predictions using MAKETERNARY function 
(2) Return argument matrix  𝑚𝑖𝑗 𝑏𝑗

𝑛
𝑗=1  

 

 
Figure 1: Data Processing Diagram 

  

4. Results 
 
The classification accuracy of ECOC-NB is similar to 
standard Naive Bayes but in some cases accuracy in 
increased when bit-length size increased and the training 
time between Naive Bayes and ECOC-NB is dependent on 
training instances (t). The training complexity of Naive 
Bayes is O (n.t.g), but training time is decreased by using 
ECOC testing and training algorithms, while working with 
the large datasets and because of the additive nature of the 
binary classifiers can be trained in a single pass through the 
data. We performed classification on some data sets and 
through this proposed decomposition schemes training 
complexity is reduced to O ((n+t).g). We observed results 
for different data sets with increase of bit length and using 
two density estimation (kernel and normal) techniques.  

 

Table 1: Training Time and Accuracy of different Data Sets  
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Figure 2: Accuracy comparison of Naive Bayes with different Data sets of given bit lengths 

 

5. Conclusion 
 
By the comparison of Naive Bayes with ECOC-NB, the 
straight-forward method with a training complexity of O 
(n.t.g) its complexity using normal and discrete density 
estimation methods is reduced to O ((n+t).g). By the 
conjunction with kernel density estimators the worst-case 
complexity remains the same, but in contrast it can benefit 
from a low number of distinct feature values.  
 
A disadvantage of using the decomposition approach is the 
need for tuning parameters such as the bit-length. The cost 
of such a parameter tuning has become feasible. In future 
ECOC-NB can benefit. Naturally from specialized code 
types, which is an active research topic (e.g., pujol et al. 
2006; Escalera et al. 2010) and the implementation of 
ECOC-NB is similar to regular Naive Bayes. The 
combination of Naïve Bayes with Error-Correcting Output 
Codes is almost as fast as a conventional Naïve Bayes 
classifier. ECOC are thus a viable technique for trying to 
improve the classification performance of Naïve Bayes on 
large-scale datasets. 
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