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Abstract: Speech recognition is a multileveled pattern recognition task, in which acoustical signals are examined and structured into a 

hierarchy of subword units (e.g., phonemes), words, phrases, and sentences. Each level may provide additional temporal constraints, 

e.g., known word pronunciations or legal word sequences, which can compensate for errors or uncertainties at lower levels. This 

hierarchy of constraints can best be exploited by combining decisions probabilistically at all lower levels, and making discrete decisions 

only at the highest level. 
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1. Introduction 
 
In speech recognition, the main goal of the feature extraction 
step is to compute a parsimonious sequence of feature 
vectors providing a compact representation of the given 
input signal. The feature extraction is usually performed in 
three stages. The first stage is called the speech analysis or 
the acoustic front end. It performs some kind of spectro 
temporal analysis of the signal and generates raw features 
describing the envelope of the power spectrum of short 
speech intervals. The second stage compiles an extended 
feature vector composed of static and dynamic features. 
Finally, the last stage (which is not always present) 
transforms these extended feature vectors into more compact 
and robust vectors that are then supplied to the recognizer. 
Although there is no real consensus as to what the optimal 
feature sets should look like, one usually would like them to 
have the following properties: they should allow an 
automatic system to discriminate between different through 
similar sounding speech sounds, they should allow for the 
automatic creation of acoustic models for these sounds 
without the need for an excessive amount of training data, 
and they should exhibit statistics which are largely invariant 
cross speakers and speaking environment. 
 
Mel Spectral Coefficients 
The human ear does not show a linear frequency resolution 
but builds several groups of frequencies and integrates the 
spectral energies within a given group. Furthermore, the 
mid-frequency and bandwidth of these groups are non–
linearly distributed. The non–linear warping of the 
frequency axis can be modeled by the so–called mel-scale. 
The frequency groups are assumed to be linearly distributed 
along the mel-scale. The so–called mel–frequency f_mel can 
be computed from the frequency f as follows: 

 
f_mel (f)=2595∙log(1+f/(700 Hz)) (a) 

 
The human ear has high frequency resolution in low–
frequency parts of the spectrum and low frequency 
resolution in the high–frequency parts of the spectrum. 
The coefficients of the power spectrum 〖|V (n) |〗^2 

are now transformed to reflect the frequency resolution 
of the human ear. 
 
Cepstral Transformation 
Since the transmission function of the vocal tract H(f) is 
multiplied with the spectrum of the excitation signal X(f), 
we had those un-wanted ―ripples‖ in the spectrum. For the 
speech recognition task, a smoothed spectrum is required 
which should represent H(f) but not X(f). To cope with this 
problem, cepstral analysis is used. If we look at (3.2), we 
can separate the product of spectral functions into the 
interesting vocal tract spectrum and the part describing the 
excitation and emission properties: 
 

S(f) = X(f)•H(f)•R(f)=H(f)•U(f)                  (b) 
 
We can now transform the product of the spectral functions 
to a sum by taking the logarithm on both sides of the 
equation:  

 
log〖(S(f))=log〖(H(f)〗〗∙U(f)) 

=log〖(H(f))+log〖(U(f))〗〗                  (c) 
 
This holds also for the absolute values of the power 
spectrum and also for their squares: 
 

log〖(|S(f)|^2 )=log〖(|H(f)|^2∙|U(f)|^2 〗〗) 
=log〖(|H(f)|^2 〗)+log〖(|U(f)|^2)〗          (d) 

 
In figure 1 we see an example of the log power spectrum, 
which contains unwanted ripples caused by the excitation 
signal 
 

U(f)=X(f)•R(f). 
 
In the log–spectral domain we could now subtract the 
unwanted portion of the signal, if we knew |〖U(f)|〗^2 
exactly. But all we know is that U(f) produces the ―ripples‖, 
which now are an additive component in the log–spectral 
domain, and that if we would interpret this log–spectrum as 
a time signal, the ―ripples‖ would have a ―high frequency‖ 
compared to the spectral shape of |H(f)|. To get rid of the 
influence of U(f), one would have to get rid of the ―high-
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frequency‖ parts of the log–spectrum (remember, we are 
dealing with the spectral coefficients as if they would 
represent a time signal). This would be a kind of low–pass 
filtering. The filtering can be done by transforming the log–
spectrum back into the time–domain (in the following, 
〖FT〗^(-1) denotes the inverse Fourier transform): 

 
s (̂d)=〖FT〗^(-1) {log(|S(f)|^2 ) } 

=〖FT〗^(-1) {log(|H(f)|^2 ) }+〖FT〗^(-1){log(|U(f)|^2 
)} 

 (e) 
 

 
Figure 1: Log power spectrum of the vowel /a: / (f_s = 11 

kHz). The ripples in the spectrum are caused by X (f) 
 

The inverse Fourier transform brings us back to the time–
domain (d is also called the delay or frequency), giving the 
so–called cepstrum (a reversed ―spectrum‖). The resulting 
cepstrum is real–valued, since 〖|U(f)|〗^2 and 〖|H(f)|〗^2 
are both real-valued and both are even: 〖|U(f)|〗^2= 〖|U(-
f)|〗^2 and 〖|H(f)|〗^2=〖|H(-f)|〗^2. Applying the 
inverse DFT to the log power spectrum coefficients 
log〖〖|V(n)|〗^2 〗 yields: 
 

 
Figure 2: Cepstrum of the vowel /a: / (f_s = 11 kHz, N = 
512). The ripples in the spectrum result in a peak in the 

cepstrum 
 

Mel Cepstrum 
Now that we are familiar with the cepstral transformation 
and cepstral smoothing, we will compute the mel cepstrum 
commonly used in speech recognition. As stated above, for 
speech recognition, the mel spectrum is used to reflect the 
perception characteristics of the human ear. In analogy to 
computing the cepstrum, we now take the logarithm of the 
mel power spectrum (3.11) (instead of the power spectrum 
itself) and transform it into the frequency domain to 
compute the so–called mel cepstrum. Only the first Q (less 
than 14) coefficients of the mel cepstrum are used in typical 
speech recognition systems. The restriction to the first Q 
coefficients reflects the low–pass liftering process as 
described above. 

Since the mel power spectrum is symmetric due to (e), the 
Fourier-Transform can be replaced by a simple cosine 
transform: 

𝑐 𝒒 =  𝒍𝒐𝒈 𝑮 𝒌  

𝜿−𝟏

𝒌=𝟎

∙ 𝒄𝒐𝒔  
𝝅𝒒 𝟐𝒌 + 𝟏 

𝟐К
  ;𝒒

= 𝟎,𝟏,… ,𝓠 − 𝟏  
 (f) 

While successive coefficients G(k) of the mel power 
spectrum are correlated, the Mel Frequency Cepstral 
Coefficients (MFCC) resulting from the cosine transform (f) 
are de-correlated. The MFCC are used directly for further 
processing in the speech recognition system instead of 
transforming them back to the frequency domain. 
 
2. Feature and Vector Space 
 
Until now, we have seen that the speech signal can be 
characterized by a set of parameters (features), which will be 
measured in short intervals of time during a preprocessing 
step. Before we start to look at the speech recognition task, 
we will first get familiar with the concept of feature vectors 
and vector space. 
 
If you have a set of numbers representing certain features of 
an object you want to describe, it is useful for further 
processing to construct a vector out of these numbers by 
assigning each measured value to one component of the 
vector. As an example, think of an air conditioning system 
which will measure the temperature and relative humidity in 
your office. If you measure those parameters every second 
or so and you put the temperature into the first component 
and the humidity into the second component of a vector, you 
will get a series of two–dimensional vectors describing how 
the air in your office changes in time. Since these so–called 
feature vectors have two components, we can interpret the 
vectors as points in a two–dimensional vector space. Thus 
we can draw a two–dimensional map of our measurements 
as sketched below. Each point in our map represents the 
temperature and humidity in our office at a given time. As 
we know, there are certain values of temperature and 
humidity which we find more comfortable than other values. 
In the map the comfortable value– pairs are shown as points 
labeled ―+‖ and the less comfortable ones are shown as ―-‖. 
You can see that they form regions of convenience and 
inconvenience, respectively. 
 
Let‘s assume we would want to know if a value–pair we 
measured in our office would be judged as comfortable or as 
uncomfortable by you. One way to find out is to initially run 
a test series trying out many value–pairs and labeling each 
points either ―+‖ or ―-‖ in order to draw a map as the one 
you saw above.  
 
Now if you have measured a new value–pair and you are to 
judge if it will be convenient or not to a person, you would 
have to judge if it lies within those regions which are 
marked in your map as ―+‖ or if it lies in those marked as ―-
‖.This is our first example of a classification task: We have 
two classes (―comfortable‖ and ―uncomfortable‖) and a 
vector in feature space which has to be assigned to one of 
these classes. — But how do you describe the shape of the 
regions and how can you decide if a measured vector lies 
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within or without a given region? In the following chapter 
we will learn how to represent the regions by prototypes and 
how to measure the distance of a point to a region. 

 

 
Figure 3: A map of feature vectors 

 
Classification of Vectors 
 
A) Prototype Vectors 
The problem of how to represent the regions of 
―comfortable‖ and ―uncomfortable‖ feature vectors of our 
classification task can be solved by several approaches. One 
of the easiest is to select several of the feature vectors we 
measured in our experiments for each of our classes (in our 
example we have only two classes) and to declare the 
selected vectors as ―prototypes‖ representing their class. We 
will later discuss how one can find a good selection of 
prototypes using the ―k–means algorithm‖. For now, we 
simply assume that we were able to make a good choice of 
the prototypes, as shown in figure 4. 

 

 
Figure 4: Selected prototypes 

 
B) Nearest Neighbor Classification 
The classification of an unknown vector is now 
accomplished as follows: Measure the distance of the 
unknown vector to all classes. Then assign the unknown 
vector to the class with the smallest distance. The distance of 
the unknown vector to a given class is defined as the 
smallest distance between the unknown vector and all of the 
prototypes representing the given class. One could also 
verbalize the classification task as: Find the nearest 
prototype to the unknown vector and assign the unknown 
vector to the class this ―nearest neighbor‖ represents (Hence 
the name). Fig. 3.13 shows the unknown vector and the two 
―nearest neighbors‖ of prototypes of the two classes. The 
classification task we described can be formalized as 
follows: Let Ω ={ ω_1,ω_2. ..ω_((V -1) )} be the set of 

classes, V being the total number of classes. Each class is 
represented by its prototype vectors p (k,ω_v ), where k = 
0,1,...,(K_(ω_v )- 1). Let x denote the unclassified vector. 
Let the distance measure between the vector and a prototype 
be denoted as d (x,p (k,ω_v )) Then the class distance 
between x ⃗ and the class ω_v is defined as: 
 
𝒅𝝎𝒗

 𝒙  ⃗  = 𝐦𝐢𝐧𝒌 𝒅 𝒙  ⃗ ,𝒑  ⃗ 𝒌,𝝎𝒗
  ;𝒌 = 𝟎,𝟏,… ,  𝒌 − 𝟏      (g) 

 
3. Proposed System  
 
In this work we have investigated the use of mel frequency 
spectral coefficient technique for automatic speech 
recognition and then we have implemented this on matlab 
and used matlab to send serial data to microcontroller which 
then controls the home lights according to the speech signal.  
 
The result has shown that the system designed by us is 
capable of recognizing 10 different speech signals. Although 
the system is designed to work for 10 speech signals it can 
be very easily upgraded for any number of signals. The 
words that could be recognized have no limits or any special 
characteristics and the system performance in terms of 
speech recognition is very efficient.  
 
The words that can be recognized must be isolated words 
and we have found that best results have came when the 
word have a duration of less than 0.75 sec. Longer words or 
group of words are difficult to recognize with this method.  
 
Another factor that we have analyzed is the total time 
elapsed for detection. Our systems main characteristics are 
that it is very efficient and time for detection is very less. 
The system takes an average of only 0.7 sec for analyzing 
and recognizing the speech signal. 
 
The embedded system that we have used is based on 
P89V51RD2 microcontroller and its main purpose is to take 
serial data in real time form the matlab and then according to 
the signals taken it turns the lights ON and OFF. Thus the 
main results could be summarized as below: 
 
1) Speech processing algorithm: - Mel frequency Cepstral 

Coefficient. 
2) Speech recognition algorithm: - Dynamic programming. 
3) Recognition type: - isolated word recognition. 
4) Word timing for best recognition: - 0.75 sec. 
5) Implementation of software :- Matlab 11.0 
6) Hardware implementation platform: - P89V51RD2 

based. 
7) Interface standard used :- Serial data RS 232 
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Figure 5: Record GUI 

 
Figure above shows the graphical user interface for 
recording user voice patterns. As can be seen in the above 
diagram that a maximum of 8 commands can be recorder 
and then the Matlab will process them according to MFCC 
(mel frequency spectral coefficient). Thus this GUI will take 
user voice and records its sample. The maximum duration of 
word that can be stored is 0.75 sec. 
 

 
Figure 6: Final GUI showing Command 5 on the utterance 

of the word stored at that location 
 
The GUI shown above has the following functions: 
 
a) To take user input and compare it with the existing 

database. 
b) Find the distance between the voice inputs and then show 

the result in the text box . 
c) Compute the CPU time taken for the entire process and 

displaying it on the text box. 
d) Sending serial data to the microcontroller attached. The 

serial data send for each command is shown in the tabular 
format as below : 
 

S.no Command Serial Data 
1 COMMAND 1 ‗a‘ 
2 COMMAND 2 ‗b‘ 
3 COMMAND 3 ‗c‘ 
4 COMMAND 4 ‗d‘ 
5 COMMAND 5 ‗e‘ 
6 COMMAND 6 ‗f‘ 
7 COMMAND 7 ‗g‘ 
8 COMMAND 8 ‗h‘ 

 

 
Figure 7: Block Diagram of the system 

 

 
Figure 8: Circuit design 

 
4. Conclusion 
 
The proposed system, as promised, recognized isolated and 
speaker independent work with fair accuracy. The overall 
design of the system was satisfactory and the graphical user 
interface deployment provided further ease of use. 
 
One thing about the system was its execution speed. The 
dynamic programming approach to speech recognition gives 
fairly lower hex size of the executable file because of the 
simplicity of algorithm. In this manner it is easier to 
implement the system on a mobile device which nowadays 
is the necessity for any computational program. 
 
The primary concept was to use dynamic programming 
which was earlier used in RDBMS systems for identification 
of stored data. The dynamic programming concept mixed 
with Mel and spectrum coefficients helped us in finding the 
potential of the algorithm in speech recognition systems. 
The system though being simple and light weight is till date 
not efficient enough to recognize speaker dependent voices 
also the ambient noise cancellation has not being 
incorporated for the same. These features when added could 
make the system more robust and capable in speech 
recognition. 
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