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Abstract: Identifying and predicting the risk of Cardiovascular Diseases (CVD) in healthy individuals is crucial for effective disease 

management. Leveraging extensive health data available in hospital databases offers significant potential for early detection and diagnosis 

of CVD, which can greatly improve disease outcomes. Integrating machine learning techniques shows considerable promise in advancing 

clinical practices for CVD management. These methods enable the development of evidence-based clinical guidelines and management 

algorithms, potentially reducing the need for costly and extensive clinical and laboratory investigations, thereby easing financial burdens 

on patients and healthcare systems. To enhance early prediction and intervention for CVD, this study proposes the development of novel, 

robust, efficient machine learning algorithms tailored for automatic feature selection and early-stage heart disease detection. The proposed 

Catboost model achieves an F1-score of approximately 92.3% and an average accuracy of 90.94%. Compared to many current state-of-

the-art approaches, it demonstrates superior classification performance with higher accuracy and precision. 
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1. Introduction 
 

The heart, second only to the brain in importance within the 

human body, plays a critical role in maintaining bodily 

harmony. As we navigate the complexities of the modern era, 

profound transformations in our environment impact our daily 

lives significantly. Cardiovascular diseases (CVD), among the 

top five deadliest ailments globally, claim countless lives and 

necessitate timely intervention for effective management. 

CVD encompasses a spectrum of conditions affecting the 

heart and circulatory system, often stemming from factors like 

atherosclerosis. These diseases typically progress silently over 

time, manifesting symptoms only in advanced stages. 

According to the World Health Organization (WHO), CVD 

has long been the leading cause of premature death 

worldwide. By 2030, it is anticipated to be responsible for 

approximately 23.6 million deaths annually. The economic 

burden of treating CVD, measured in Disability Adjusted Life 

Years (DALYs), is considerable, emphasizing the need for 

proactive prevention strategies. Various factors contribute to 

CVD, categorized as modifiable and non-modifiable risk 

factors. Age, gender, and genetic predispositions fall into the 

non-modifiable category, whereas lifestyle-related factors 

such as blood sugar levels, hypertension, cholesterol levels, 

smoking, diet, obesity, and physical activity are considered 

modifiable. 

 

Early recognition and management of CVD risk factors are 

crucial for prevention and effective treatment. Recognizable 

symptoms of a heart attack include chest discomfort, arm pain, 

dizziness, fatigue, and sweating. Given that symptoms may 

not appear until the disease is advanced, early detection 

through comprehensive analysis of health data stored in 

hospital databases is invaluable. Machine learning algorithms 

offer substantial promise in this regard, capable of identifying 

hidden patterns and facilitating predictive models for early 

CVD detection. These technologies can significantly augment 

clinical decision-making, enhance the development of 

evidence-based guidelines, and reduce the need for extensive 

diagnostic procedures, thereby alleviating financial burdens 

on healthcare systems and individuals alike. Cardiovascular 

diseases encompass chronic conditions that can lead to critical 

outcomes such as heart failure and coronary artery infarction. 

Early detection is pivotal for effective management, and 

machine learning tools can play a pivotal role in predicting 

and managing these conditions. 

 

In this study, we propose leveraging Gradient Boosting 

models and other advanced machine learning techniques to 

predict and manage cardiovascular diseases effectively. The 

research aims to optimize prediction accuracy through robust 

algorithms and feature selection methodologies, contributing 

valuable insights to healthcare professionals and stakeholders. 

 

2. Literature Survey 
 

Numerous researchers have explored various frameworks for 

predicting cardiac diseases using data mining techniques. These 

studies utilize datasets and computational models to achieve 

more efficient results in diagnosing heart-related disorders. 

 

Pattekari [36] developed a model using the Naive Bayesian data 

mining approach, where the system extracts hidden information 

from a dataset and evaluates user inputs against predefined data. 

This aid medical professionals in making informed clinical 

decisions and potentially reducing treatment costs. 

 

Tran [37] implemented an Intelligent System based on Naive 

Bayes, which functions similarly to predict heart disease 

diagnoses, enhancing clinical decision-making and lowering 

treatment expenses. 

 

Gnaneswar [38] emphasized the importance of monitoring heart 

rate during cycling to manage exercise intensity and avoid 

overtraining and cardiac stress. They proposed a feedforward 

neural network model to predict pulse based on cycling rhythm. 

 

Mutijarsa [39] highlighted the role of data mining techniques in 

detecting and localizing coronary disease, comparing various 

algorithms to determine the most accurate predictors. 
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Yeshvendra [40] discussed the increasing use of AI algorithms 

in disease prediction, particularly in enhancing the accuracy of 

coronary disease prognosis. 

 

Patil [41] explored tree-based data mining techniques like 

support vector machines, naive Bayes, and decision trees for 

creating predictive models in cardiac diagnosis. 

 

Tripoliti [42] emphasized the urgent need for biomedical 

research in identifying diseases with high prevalence rates, 

including coronary disease, using advanced computational 

methods. 

 

Gonsalves [43] applied machine learning to forecast coronary 

cardiovascular disease (CVD) using historical medical data. 

 

Oikonomou [44] utilized machine learning to analyze chronic 

disease data, applying extreme value theory to assess disease 

severity and risk. 

 

Ibrahim [45] highlighted the role of machine learning in 

predicting and diagnosing heart disease, particularly through 

active learning methods that improve classification accuracy. 

 

Pratiyush et al. [46] explored ensemble classifiers within the 

eXplainable AI (XAI) framework to predict heart disease from 

comprehensive cardiovascular datasets. 

 

Overall, these studies aim to enhance early prediction and 

intervention in cardiovascular disease through robust machine 

learning algorithms, addressing the complexities and challenges 

of disease prediction with advanced computational techniques.  
 

3. Methodology 
 

This section outlines the proposed classification framework 

for instances of heart disease. Initially, exploratory data 

analysis is conducted, encompassing a comprehensive 

examination of both the target variable and features. 

Categorical variables are converted into numerical values as 

part of the preprocessing stage. Various evaluation criteria are 

applied to compare different models under consideration. The 

outputs of each model are thoroughly analyzed, leading to the 

selection of the optimal model for the specific problem 

domain. 

 

The proposed model undergoes rigorous examination, with 

the Optuna library employed to fine-tune model 

hyperparameters and assess enhancements achieved. The 

suggested classification scheme is structured into three main 

phases: (1) preprocessing, (2) training, and (3) classification, 

as illustrated in Figure 1. Each of these components will be 

further detailed in subsequent sections of this study. 

 

3.1 Pre-Processing 

 

Before proceeding with training, the selected models, it's 

essential to address missing values in Cholesterol data, 

initially input as 0. The approach involves segregating the data 

into groups based on the presence of verified cardiac 

conditions, and then replacing missing values with the mean 

of each respective group. This step ensures data integrity and 

prepares it for further analysis. To determine the influence of 

these variables in predicting heart disease, Shapley Values are 

utilized. Interaction terms are introduced into the models to 

capture potential correlations among data elements. SHAP 

(SHapley Additive exPlanations), a method rooted in game 

theory, is employed to assess the significance of each 

characteristic. It elucidates the contribution of each predictor 

to both individual model predictions and aggregated model 

outcomes by averaging their marginal contributions across all 

possible feature combinations. 

 

Initially, a gradient boosting model is trained using all 

variables. Subsequently, feature selection based on Shapley 

Values identifies predictors with values greater than 0.1, 

signifying substantial contributions to the model's predictive 

capability. These selected predictors are then employed to 

establish the most effective model configuration. Given the 

multicollinearity among interaction variables, various 

nonparametric tree-based methods are explored to identify the 

most accurate approach for predicting the risk of 

Cardiovascular Disease (CVD). This comprehensive 

approach ensures robust model selection and validation, 

aimed at enhancing predictive accuracy and model 

interpretability in assessing CVD risk. 

 

 
Figure 1: The main steps of the proposed methodology 

 

3.2 Training Process 

 

Once the datasets have been preprocessed and normalized, the 

machine learning algorithm can be effectively trained. 

Following data modification, the dataset is randomly split into 

a training set and a test set. Typically, 70% of the data is 

allocated to the training set and 30% to the test set. This 

ensures that the model is trained on a sufficiently large dataset 

while retaining a separate portion for evaluation. 

 

To ensure robust evaluation, the k-fold cross-validation 

technique is employed. This method involves dividing the 

dataset into k subsets (or folds) of approximately equal size. 

The model is then trained and evaluated k times, each time 

using a different fold as the test set and the remaining folds as 

the training set. This approach provides a more reliable 

estimate of model performance compared to a single train-test 

split, as it mitigates the risk of overfitting and variance in 
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performance metrics. Several machine learning algorithms are 

evaluated to determine the optimal model for predicting heart 

disease. These include Support Vector Classifier (SVC), 

Multinomial Naive Bayes (MultinomialNB), K-Nearest 

Neighbors (K-Neighbor), Bernoulli Naive Bayes 

(BernoulliNB), Stochastic Gradient Descent (SGD), Random 

Forest, and Decision Tree. Each algorithm offers unique 

strengths and is assessed based on its performance metrics. 

 

XGBoost (Extreme Gradient Boosting) is highlighted as a 

particularly effective supervised learning method for 

enhancing prediction accuracy. XGBoost iteratively builds 

decision trees using gradient boosting, where each subsequent 

tree aims to correct the errors of the previous trees. This 

iterative approach results in a powerful ensemble model 

capable of handling complex datasets and achieving high 

predictive performance. XGBoost’s objective function 

includes a loss function as well as a regularization term, which 

helps to prevent overfitting. 

 

AdaBoost (Adaptive Boosting) is another boosting algorithm 

that also uses decision trees as weak learners. AdaBoost 

assigns weights to each training example, with higher weights 

given to examples that were misclassified by the previous 

weak learner. In each subsequent iteration, a new decision tree 

is trained on the weighted data, with the weights updated 

based on the accuracy of the tree.  

 

The Linear Support Vector Classifier (SVC) focuses on 

employing a linear decision boundary to classify data and 

performs exceptionally well with large datasets [54]. The 

Linear SVC has certain constraints, such as the requirement 

for standardized input and output operations. Since the Linear 

SVC relies on the kernel method, the kernel method cannot be 

modified. A Linear SVC is designed to handle data by finding 

the "best fit" hyperplane that separates or categorizes it. Once 

the hyperplane is determined, the features are fed into the 

classifier, which predicts their class membership. 

 

The Naive Bayes algorithm assigns equal weight to all features 

or attributes. This algorithm becomes more efficient as it 

assumes independence among features. According to Yasin 

(2020), the Naive Bayes classifier (NBC) is a simple, 

effective, and well-known algorithm for text categorization. 

NBC has utilized Bayes' theorem for document classification 

since the 1950s, and it has a solid theoretical foundation. The 

classifier uses posterior estimates to determine class 

membership based on the highest conditional probability of 

features. 

 

Bernoulli Naive Bayes is a statistical technique that generates 

boolean results based on the presence or absence of specific 

words. This classifier operates on the discrete Bernoulli 

Distribution. It is useful for detecting unwanted keywords or 

tagging specific word types within text. Unlike the 

multinomial approach, it produces binary outputs such as 1–

0, True–False, or Yes–No. 

 

Stochastic Gradient Descent (SGD) is a method that updates 

the model parameters using gradients computed on small 

random subsets of the data. This approach is computationally 

efficient because it does not require the entire dataset to 

compute the gradients in each iteration. SGD is particularly 

useful for optimizing differentiable or sub-differentiable 

objective functions iteratively. 

 

Decision Tree is a well-known machine learning technique 

where data is recursively partitioned based on specific 

parameters. The tree structure includes nodes and leaves, 

where leaves represent decisions or outcomes, and decision 

nodes partition data [59]. Decision trees can be combined for 

ensemble learning to solve complex problems. The Random 

Forest algorithm addresses overfitting issues associated with 

decision trees by aggregating multiple decision trees. It can 

handle both regression and classification tasks, and evaluates 

numerous attributes to identify the most important ones [58]. 

 

The K-Nearest Neighbor (K-NN) algorithm classifies new 

observations based on their distances from known examples. 

It assigns the class based on the majority vote of its nearest 

neighbors using a distance function as a metric. In 

classification problems, K-NN returns the class membership, 

while in regression problems, it predicts the property value of 

the object. The effectiveness of K-NN can be significantly 

improved through normalization when dealing with features 

that have different physical units or scales [56]. 

 

3.3 Classification  

 

The proposed model is based on machine learning with strong 

generalization capabilities and a high degree of paradigm-

specific precision. In this study, we will evaluate several 

machine learning algorithms objectively to determine which 

one yields the best results. This addresses the primary purpose 

of using machine learning: to mitigate overfitting issues 

inherent in machine learning models. The curriculum also 

covers the fundamental concept of risk minimization. 

 

Machine learning excels in accurately classifying data, 

especially in high-dimensional spaces, by identifying a 

hyperplane that maximizes separation. At this stage, labeled 

data serves as input, and significant features are extracted 

through a feature extraction process. Finally, the optimized 

model is used to classify new instances of data. 

. 

3.4 Experimental evaluation 

 

In our study experiments, we utilized Google Colab as the 

implementation platform for our machine learning models. 

Google Colab provides a virtual machine running on Google's 

servers, offering users a Python environment equipped with 

popular data science libraries such as TensorFlow, PyTorch, 

and Scikit-Learn. It functions as a cloud-based Jupyter 

notebook environment that provides free access to computing 

resources, including a virtual machine with 12 GB of RAM 

and up to 100 GB of hard disk space. The memory allocation 

for the virtual machine can be increased to 25 GB, with 

options for high-RAM configurations up to 52 GB available 

for handling large-scale models or datasets. The virtual 

machine is equipped with an NVIDIA Tesla K80 GPU, 

facilitating efficient training of deep learning models. 

 

Moreover, Google Colab includes a comprehensive set of 

preinstalled libraries and tools, simplifying the installation and 

use of necessary dependencies. The virtual machine operates 

on a stable and reliable Linux-based operating system, 
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specifically Linux Ubuntu, which comes preconfigured with 

essential system libraries and tools commonly utilized in data 

science projects. 

 

 

 

3.4.1 Data Collection 

The heart condition data used in this study is a synthesis of 

datasets sourced from the UCI Machine Learning Repository. 

It comprises eleven features that are utilized to predict the 

presence of heart failure, a prevalent cardiovascular disease 

that significantly increases the likelihood of cardiovascular-

related mortality [60-61]. 

 

Table 1: A sample of the Heart Failure Dataset 

Age Sex 
Type chest 

pain 

BP 

resting 
Cholesterol 

BS 

fasting 

ECG 

resting 

HR 

max 

Angina 
exercise 

Old 

peak 

ST 

slope 

Disease 
of heart 

41 M ATA 142 287 0 Nor1 173 N 0.0 Upper 0 

48 F NAP 162 182 0 Nor1 157 N 1.0 Flat1 1 

38 M ATA 132 273 0 ST 98 N 0.0 Upper 0 

49 F ASY 136 224 0 Nor1 109 Y 1.5 Flat1 1 

53 M NAP 152 185 0 Nor1 123 N 0.0 Upper 0 

 

a binary attribute that indicates a diagnosis of Heart Failure if 

HeartDisease is = 1 as illustrated in Table 1. Moreover, Table 

2 presents the list of variables and the description of the 

features in the heart disease dataset. The dataset was created 

by combining a diverse range of datasets that were previously 

available independently, and were not combined before [60, 

61]. In this dataset, five heart datasets are combined over 11 

common features which makes it the largest heart disease 

dataset accessible for research purposes. The specific datasets 

utilized in the curation of this composite dataset are shown in 

Table 3. 

 

Table 2: Symptoms, signs and laboratory investigations of the dataset of the heart disease 
Variable Interpretation 

Age Patient’s Age/year 

Gender Patient’s Gender, Male/Female 

Type of chest pain 

Type of chest pain: 

i. TA: Typical Angina 

ii. ATA: Atypical Angina 

iii. NAP: Non-Anginal Pain 

iv. ASY: Asymptomati 

Resting blood pressure Patient’s Blood Pressure/mmHg. 

Total Cholesterol Patient’s Cholesterol (mg/dl). 

Blood Glucose level 

(Fasting) 

Patient’s fasting blood glucose level. 

i. glucose >120 mg/dL =1 

ii. glucose below 120 mg/dL =0 

ECG at rest 

Electrocardiography (at rest): 

i. Normal 

ii. ST: ST segment and/or T wave abnormality 

iii. LVH: Probable or Definite Left Ventricular Hypertrophy 

Heart Rate at Maximum Maximum Heart Rate, heart beats per minute. 

Angina on Exercising Exercise-associated Angina, present /absent. 

Old peak Measure of ST Depression. 

ST_Slope 

Slope of Peak Exercise. 

i.Up: up sloping 

ii.Flat 

iii.Down: down sloping 

 

Table 3: The different datasets used to create the dataset of the heart disease 
Datasets #Observations 

Cleveland 303 

Hungarian 294 

Stalog (Heart) Data Set 270 

Long Beach VA 200 

Switzerland 123 

Total 1190 

Duplicated 272 

Final dataset 918 

 

The Heart Disease dataset has 918 observations and 12 columns [60, 61]. Table 4 summaries the main statistics for the numeric 

features. It is clear that, the mean value of age is 53 and the maximum is 77 as shown in Table 4. Similarly, Table 5 presents 
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Table 4: Summary statistics of numeric variables 
 Age RestingBP Cholesterol FastingBS MaxHR Oldpeak HeartDisease 

Count 918 918 918 918 918 918 918 

Max 77 200 603 1 202 6.20 1 

Min 28 0 0 0 60 -2.6 0 

Mean 53.51 132.39 198.79 0.23 136.81 0.89 0.55 

Std 9.43 18.51 109.38 0.42 25.46 1.06 0.49 

25% 47 120 173.25 0 120 0 0 

50% 54 130 223 0 138 0.60 1 

75% 60 140 267 0 156 1.50 1 

 

Table 5: Summary statistics of categorical variables 
 Sex TypeChestPain ECGResting AnginaExercise ST_Slope 

Count 920 920 920 920 920 

Unique 2 3 4 2 4 

Top M ASY Normals N Flat1 

Freq 735 486 562 557 470 

 

Table 6 The proportion of Heart Disease 

Variable Value 
Total 

 patients 

Proportion of 
heart disease 

Sex 
M 725 90.2% 

F 193 9.8% 

Chest Pain Type 

ASY 496 77.2% 

NAP 203 14.2% 

ATA 173 4.7% 

TA 46 3.9% 

Resting ECG 

Normal 552 56.1% 

ST 178 23.0% 

LVH 188 20.9% 

Exercise Angina 
Y 371 62.2% 

N 547 37.8% 

ST_Slope 

Flat 460 75.0% 

Up 395 15.4% 

Down 63 9.6% 

*bold numbers mean the highest frequency and percentage 

 

the statistics of categorical attributes. From this table, the 

unique values in ChestPain- Type attribute are 4 and the top is 

“ASY”. 

Table 6 summaries the main details for the numeric features. 

It is clear that, the variable Sex has two main values male (M) 

and female (F) such that the proportion of Heart Disease for 

M is 90.2% and for F is 9.8%. Similarly, Table 6 presents the 

statis- tics of ChestPainType attribute, there are 4 values 

(ASY, NAP, ATA, and TA) and the most frequent is ASY of 

77.2%. 

 

3.4.2 Exploratory Data Analysis 

Remarkably, the classifications in the heart disease attribute 

value are reasonably well- balanced. 508 of the 918 patients 

who participated in the study have been diagnosed with heart 

failure, while 410 have not. Patients with heart disease have a 

median age of 57, whereas those without heart disease have a 

typical age of 51. As illustrated in Fig. 2, around 63% of males 

have heart disease, whereas approximately 25% of females 

have been diagnosed with heart disease. A female has a chance 

of 25.91% having a Heart Dis- ease. A male has a probability 

of 63.17% having a Heart Disease. 

 
Figure 2: Prevalence of heart disease among men and women 
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Figure 3 displays the correlation matrix associated with the 

heart disease dataset. Heart disease has the strongest positive 

link with OldPeak (correlation = 0.4) and the strongest 

negative association with MaxHR (correlation = 0.4), 

according to the correlation matrix. Age and MaxHR also 

have a reasonably high link, with a correlation of 0.38. 

As seen in Fig. 4, heart rate tends to decrease as age increases. 

Results observe a weak correlation between the numerical 

features and the target variable based on the matrix. Oldpeak 

(a depression-related number) correlates positively with heart 

disease. Heart disease is negatively correlated with maximal 

heart rate. Cholesterol has an interestingly negative 

association with heart disease. 

 

 
Figure 3: The correlation matrix for the Heart Disease dataset 

 

Figure 4 illustrates the correlation between heart disease and 

category variables. Nearly 80% of diabetic persons suffer 

heart problems. Patients with exercise-induced angina have an 

even greater incidence of cardiovascular disease, at over 85%. 

Over 65% of patients diagnosed with cardiac disease had ST-

T wave abnormalities in their resting ECGs, the greatest 

percentage across the categories. Patients with a Flat or 

Declining ST Slope during exercise have the highest 

frequency of cardiovascular dis- ease, at 82.8% and 77.8%, 

respectively. 

 

Figure 5 explains data details regarding asymptomatic chest 

pain in heart disease at almost 77%, the absence of chest pain 

(asymptomatic) is the most prevalent symptom in patients 

with heart disease. In addition, heart disease is roughly nine 

times more prevalent in males than in females among patients 

with a cardiovascular diagnosis.  
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Figure 4: Prevalence of heart disease by resting ECG. (a) Prevalence of Heart Disease in Patients with Diabetes (b) Prevalence of 

Heart Disease in Patients with Exercise Angina. (c) Prevalence of Heart Disease by Resting ECG. (d) Prevalence of Heart Disease 

by ST Slope 
 

 
Figure 5: Prevalence of chest pain in heart disease data 

 

patient with asymptomatic chest pain (ASY) is approximately 

six times more likely to suffer heart disease than a patient with 

atypical angina chest pain (ATA). 

 

Overall insights obtained from the exploratory data analysis, 

Data for the target var- iable are near to balanced. The 

association between numerical features and the target variable 

is weak. Oldpeak (a depression-related number) correlates 

positively with heart disease. Heart illness is negatively 

correlated with maximum heart rate. Interestingly, there is a 

negative link between cholesterol and heart disease. Males are 

approximately 2.44 times more likely to suffer from heart 

disease than females. There are distinct vari- ances between 

the types of chest pain. Patients with asymptomatic chest pain 

(ASY) are about six times more likely to suffer heart disease 

than those with Atypical Angina chest pain (ATA). Resting 

ECG: electrocardiogram values at rest are comparable. 

Patients with ST-T pulse abnormalities have a higher risk of 

developing heart disease than those who do not. 

ExerciseAngina: people who have exercise-induced angina 

are nearly 2.4 times more likely to have heart disease than 

people who don’t. The slope of the ST segment at maximum 

exertion varies. ST Slope Up has a considerably lower risk of 

cardiovascular disease than the other two segments. Exercise-

induced angina with a ’Yes’ score is nearly 2.4 times more 

likely to result in heart disease than exercise-induced angina 

with a ’No’ score. 

 

4. Results 
 

Table 7 illustrates the classification results of the various 

classifiers on the dataset. The table reports the performance of 

various classifiers on a given dataset, measured in terms of 

Accuracy, Precision, Recall, and F1 score. Comparing the 

results of the pro- posed technique against those of other 

classifiers such as SVM [54], XGBoost, Ada- Boost, 

RandomForest [58], LinearDiscriminant [67], LightGBM, 

GradientBoosting, Catboost, ExtraTree, KNeighbors [56], and 

LogisticRegression [68] 
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Table 7: Comparative results on the Dataset using ML 
Classifier Accuracy Precision Recall F1 

XGBoost 0.8297 0.8980 0.8049 0.8489 

AdaBoost 0.8659 0.9262 0.8415 0.8818 

LinearDiscriminant 0.8696 0.9156 0.8598 0.8868 

LightGBM 0.8732 0.9057 0.8780 0.8916 

GradientBoosting 0.8768 0.9276 0.8598 0.8924 

Catboost 0.8804 0.9226 0.8720 0.8966 

ExtraTree 0.8804 0.9281 0.8659 0.8959 

KNeighbors 0.8841 0.9074 0.8963 0.9018 

SVM 0.8841 0.8976 0.9085 0.9030 

LogisticRegression 0.8841 0.9231 0.8780 0.9000 

RandomForest 0.8877 0.9236 0.8841 0.9034 

Catboost_tuned 0.9094 0.9317 0.9146 0.9231 

 

demonstrates the method’s utility. The results of classifiers 

according to various metrics are displayed. The highest 

performing classifier based on all measures is Catboost_tuned, 

which achieved an accuracy of 0.9094, a precision of 0.9317, 

a recall of 0.9146, and F1 score of 0.9231. Other top-

performing classifiers include RandomForest, 

LogisticRegression, SVM, and KNeighbors, with similar 

accuracy and precision scores, but slightly lower recall and F1 

scores. In contrast, lower-performing classifiers such as 

XGBoost and AdaBoost exhibit moderate accuracy and 

precision scores, but relatively lower recall and F1 scores. 

Over- all, the results suggest that the choice of classifier can 

have a significant effect on the performance of a predictive 

model. 

 

The present study employs a confusion matrix (Fig. 6) to 

report the performance of models in accurately predicting 

cardiac disease for a given set of patients, with due con- 

sideration to both correctly classified and misclassified 

instances. Specifically, the Gradi- ent Boosting model is found 

to exhibit the highest proportion of True Positives (TP) and 

True Negatives (TN) when evaluated on a test set. The 

computation of FN, FB, TN, and TP, values for the cardiac 

disease class is carried out using the Gradient Boost model, 

whereby the predicted values are expected to match the actual 

values. For instance, TP corresponds to the value at cell 1 of 

the confusion matrix, while FN is computed by add- ing the 

relevant row values, excluding TP (i.e., FN = 12). Similarly, 

FP is calculated as the total of column values, excluding TP, 

leading to a value of 11. Lastly, TN is determined by the 

combination of all columns and rows except the class under 

consideration (i.e., cardiac disease), which yields a value of 

81. 

 

5. Discussion 
 

Despite the vast amount of data generated by healthcare 

systems, the field of medicine faces unique challenges 

compared to other data-driven industries where machine 

learning has thrived. The Health Insurance Portability and 

Accountability Act (HIPAA) mandates stringent, institution-

specific Institutional Review Boards (IRBs) to govern the use 

of patient data, ensuring robust patient privacy protections. 

However, this has inadvertently led to fragmented data silos 

across the country [47]. Consequently, many machine 

learning models published in healthcare rely on locally 

collected datasets and lack external validation. According to 

the Tufts predictive analytics and comparative effectiveness 

cardiovascular prediction model, 58% of cardiovascular 

prediction models have never been externally validated [69]. 

Heart-related disorders remain one of the leading global 

causes of death and morbidity [5–7]. 

 

Individuals with heart disease often remain unaware of their 

condition, making early detection and intervention crucial to 

saving lives, reducing complications, and alleviating the 

global burden of disease and mortality [9]. Machine learning 

models offer promising capabilities in accurately predicting 

and diagnosing heart disorders in their early stages [12–14]. 

Medical machine learning presents numerous opportunities, 

including uncovering hidden patterns that enhance diagnostic 

accuracy across diverse medical datasets. Previous studies 

have shown the potential of machine learning in predicting 

cardiovascular diseases [15, 16].  

 

Previous research has utilized various machine learning 

approaches such as neural networks, Naive Bayes, Decision 

Trees, and SVM for diagnosing cardiac disorders, achieving 

varying degrees of accuracy [18, 19]. For instance, the hybrid 

feature selection methodology algorithm (CFS+Filter Subset 

Eval) attained an accuracy of 85.5% [70]. 
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Figure 6: The confusion matrix results for Extra Trees, RandomForest, AdaBoost, and GradientBoost classifiers 

 

methodology algorithm (CFS+Filter Subset Eval) attained an 

accuracy of 85.5% [70]. Shouman et al. [71] combined k-

means clustering with Naive Bayes, achieving an accuracy of 

84.5% in diagnosing heart disease. Rupali et al. [72] 

developed the Heart Disease Prediction System (HDPS) using 

Naive Bayesian Classification and Jelinek-Mercer smoothing, 

achieving an accuracy of 86%. Elma et al. [73] integrated K-

nearest neighbor (cNK) and NaiveBayes classifiers, achieving 

an accuracy rate of 85.92%. Dulhare et al. [74] improved 

prediction methods using Naive Bayes and particle swarm 

optimization, achieving an accuracy of 87.91%. 

 

In the current study, Shapley values were employed to develop 

a Gradient Boosting model for predicting cardiovascular 

diseases (CVDs), yielding an Area Under the Curve (AUC) of 

0.927%. Shapley values identified critical signs of cardiac 

disease and their predictive power, revealing significant 

interactions among patient medical information, particularly 

in Age, Cholesterol, Blood Pressure, ST Slope, and Chest Pain 

type. The proposed Catboost model demonstrated superior 

performance, achieving an F1-Score of 92.3% and an 

accuracy of 90.94% after model optimization. Overall, this 

model outperformed previous approaches in diagnosing 

cardiac disease. However, this study has several limitations. It 

relied solely on secondary data from selected cardiology and 

internal medicine departments, resulting in some missing 

variables and incomplete data. The cross-sectional design also 

limited the ability to assess longitudinal effects of risk factors 

on CVD development. 

 

Future directions should focus on enhancing prediction 

techniques by integrating diverse machine learning methods 

to improve accuracy and precision in CVD prediction and 

early diagnosis. This approach has shown superiority over 

traditional state-of-the-art methods. The suggested machine 

learning model for predicting heart disorders is robust, 

effective, and efficient, achieving higher accuracy and 

precision percentages while utilizing fewer features. This is 

crucial for clinical practice, which demands precise and 

straightforward diagnostic methods to support therapeutic 

decision-making. 

 

Nevertheless, there are challenges to the generalizability of 

the CVD prediction models presented here. Further research 

should validate these machine learning algorithms across 

different population datasets to minimize variations in CVD 

prevalence patterns and assess their impact on clinical 

decision-making and patient outcomes before integrating 

them into clinical guidelines. 

  
6. Conclusions  
 

Prediction of cardiovascular diseases is crucial for assisting 

clinicians with early disease diagnosis. Instead of replacing 

clinicians, machine learning will be a supplement to the 

clinical portfolio, enhancing human-led decision-making and 

clinical practices. Furthermore, by using machine learning 

techniques, the cost of conducting a long list of expensive 

clinical and laboratory investigations will be eliminated, 

reducing the financial burden on patients and the healthcare 

system. This paper proposed new robust, effective, and 

efficient machine learning algorithms for predicting CVD 

based on symptoms, signs, and other patients’ information 

from hospital records in order to improve the early prediction 

of CVD development in its early stages and to ensure early 

intervention with a warranted recovery. The new technique 
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was more accurate and precise than existing standard art-of-

state algorithms for the classification and prediction of heart 

disease. Future research evaluating the performance of the 

proposed machine learning algorithms on datasets containing 

a greater number of modifiable and non-modifiable risk 

factors will be crucial for the development of a more accurate 

and robust system for the prediction and early diagnosis of 

heart diseases. 
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