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Abstract: The demand for computational power by scientific, business and web-applications has led to the creation of large-scale data 

centers consuming enormous amounts of electrical power. Despite the improvements in energy efficiency of the hardware, overall 

energy consumption continues to grow due to increasing requirements for computing resources. The main challenge faced by cloud data 

centers is this power consumption by the servers. There is no proper scheduling approach for cloud providers to provide an optimal 

scheduling of the virtual machines (VM) to keep the power consumption minimum and to keep the Quality of Service (QoS). The 

proposed power aware scheduler (PASE) is based on the macro-modeling of the servers by a-priori estimation of power consumption. 

The a-priori estimation gives a power metric which effectively represents the relative power consumption of the servers. The ranking of 

the servers is based on this power metric. Here scheduling is done based on this model and there is measure for power-performance 

trade-off to maintain the QoS. The power aware scheduling is done by effectively scheduling the VMs by their live migration in the cloud 

servers based on the power ranking of the servers and also on a measure based on its CPU load.  
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1. Introduction 
 

Power is the constraint that influences every design. It is the 

most important factor in virtually every architecture. The 

power crisis in the modern world and the influence of mobile 

devices in the world has catalyzed the area of power 

minimization. Cost reduction has also played its part in this. 

In the modern world data intensive computing is an 

inevitable part in the IT sector and its effectiveness virtually 

drives the whole sector. Power is the most important issue in 

data intensive computing. Modern resource-intensive 

enterprise and scientific applications create growing demand 

for high performance computing infrastructures. This has led 

to the construction of large-scale computing data centers 

consuming enormous amounts of electrical power. Despite of 

the improvements in energy efficiency of the hardware, 

overall energy consumption continues to grow due to 

increasing requirements for computing resources. Moreover, 

there are other crucial problems that arise from high power 

consumption. Due to high power consumption cooling 

system malfunction can lead to overheating of the resources 

reducing system reliability and device’s lifetime. In addition, 

higher power consumption by the infrastructure leads to 

substantial carbon dioxide emissions contributing to the 

greenhouse effect. 

 

The running of the data centers generally requires large 

amount of energy, and energy consumption is a critical issue 

for IT organizations. For example in 2006, data centers 

consumed about 4.5 billion kWh, equaling roughly 1.5% of 

the total US electricity consumption, and trends show that 

power consumption keeps growing at 18% annually [1] [2]. 

Also in 2006 the cost of energy consumption by IT 

infrastructures in US was estimated as 4.5 billion dollars and 

it is likely to double by 2011 [3] . Facts like these lead to 

wide popularity of energy efficient computing models like 

cloud computing which is a style of computing where 

massively scalable IT enabled capabilities are delivered as a 

service to external customers using Internet technologies [4]. 

In cloud computing one of the main goals is power 

minimization by virtualizing the servers. The virtualization of 

servers has decreased the power consumption of the data 

centers but not adequately enough. There is no effective 

algorithm to schedule the virtual machines (VMs) in the 

cloud servers to minimize the power consumption. An 

effective framework for power minimizing in cloud data 

centers can further decrease the power consumption. Cloud 

computing decreases the power consumption and space 

required by organizations and individuals by leasing 

computing power to them that is, with thin clients they can 

do jobs which actually needs big data centers. Now 

considering the cloud data centers, even though it reduces the 

power consumption, the servers in these data centers 

consume large amount of power for their working and this 

consumption varies according to the load, that is, based on 

their utilization. But the servers consume more power 

indirectly in the forms of their cooling systems and Air 

Conditioners (ACs). Also due to invariant peak load in the 

cloud, most of the server power is under utilized [5]. This 

leads to wastage of power. Also the rated power consumption 

of servers has gone up by 10 times over the last 10 years [6].  

 

There is no optimal solution to reduce this power 

consumption of the virtualized cloud data centers. Many 

attempts [7] [8] [9] are made for energy saving in cloud but 

are not sufficient enough to save power and to maintain the 

QoS. In the existing data centers CPUs are responsible for 

approximately half of the energy consumed by the servers [7] 

[10] [11]. A promising technique for saving CPU energy 

consumption is dynamic speed scaling [7], in which the 

speed at which the processor is run is adjusted based on 

demand and performance constraints. The non-linear 

dependence between the energy consumption and the 

performance as well as the high variability in the energy 

prices result in a non trivial resource allocation. Many other 

attempts based on the method of Dynamic Voltage 

Frequency Scaling (DVFS) has been tried in [8] [9]. But the 

power saved by these methods is marginal compared to total 

power consumption. They are not efficient enough to 
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decrease the power consumption to a level compared to the 

total power consumption. In the above approaches, the nodes 

are either in sleep mode or their voltage-frequency ratio is 

adjusted to minimize power. These cannot completely 

minimize the power consumed. The nodes still consumes 

considerable amount of power. A system does not consume 

power only when it is in the shutdown state [12] [13]. Other 

ways cannot decrease the power consumption to this level. 

The methods like changing the system to sleep mode when 

not used still consumes about 40-50% of power [12]. In this 

paper a novel method is proposed based on a power based 

ranking system of the cloud servers by the a-priori estimation 

of their power consumption for a power aware scheduling in 

cloud data centers 

 

2. Previous Work 
 

An energy efficient resource management strategy in 

virtualized cloud data centers is discussed in paper [3]. The 

paper also stresses on the importance of power minimization 

and energy-performance trade-off in cloud. It also presents a 

decentralized architecture of the resource management 

system for cloud data centers. It also propose the 

development of the policies of VM placement such as 

optimization over multiple system resources, network 

optimization and thermal optimization. The work is done by 

a simulation of the cloud environment and power 

consumption of different policies has been obtained by the 

simulation.  

 

The paper [8] discuss the method of power aware scheduling 

of VMs in DVFS enabled clusters. It stresses the need for 

power minimization and its consequences. This paper focuses 

on scheduling VMs in a cluster to reduce power consumption 

via the technique of DVFS. Specifically it is for the design 

and implementation of an energy efficient scheduling 

algorithm to allocate VMs in a DVFS enabled cluster by 

dynamically scaling the supplied voltages. The algorithm is 

studied via simulation and implementation in a multicore 

cluster. Here the test results and performance discussion 

justify the design and implementation of the scheduling 

algorithm. A discussion about power proportional clusters is 

done in paper [12]. It gives a detailed study about energy 

consumption in clusters and about the implementation of a 

cluster manager which decreases the power consumption. It 

also explains the power proportionality of different 

components to the cluster power consumption. The paper 

also discuss about a cluster manager that schedules load and 

turns on and off the machines to create a power proportional 

cluster out of non-power proportional nodes. It also reveals 

the facts of the average CPU utilization of the servers at data 

centers like the one of Google that the average utilization is 

about 30% and most servers operate between 10% and 30% 

of total capacity. The cluster manager proposed by this paper 

is for HTTP workloads and is evaluated using both synthetic 

and real workload traces.  

 

A power saving strategy for grids is introduced in [13]. In 

light of recently stirred energy consumption concerns, the 

paper investigates the opportunities for power consumption 

reduction in Grids. Considering real life Grid traces, it states 

that there is considerable fluctuations in load. The paper puts 

forward a peak load dimensioning strategy to derive how 

many servers need to be installed in computational Grids. In 

lower loaded periods, there is a potential to save energy by 

dynamically powering on/off servers to address the actual 

demand for computational capacity. An appropriate 

scheduling and power-saving scheme can, under such lower-

load conditions, considerably reduce energy consumption. 

The price paid is that some jobs are executed at sites more 

remote than closer powered-down ones. Yet, the resulting 

penalty in consumed bandwidth is rather limited and is 

expected not to cancel the power consumption advantage. 

The simulated results are given in the paper. 

 

The paper [1] discuss about EnaCloud, an energy saving 

application live placement approach for cloud computing 

environments. With the increasing prevalence of large scale 

cloud computing environments, how to place the requested 

applications into available computing servers regarding to 

energy consumption has become an essential research 

problem. But existing application placement approaches are 

still not effective for live applications with dynamic 

characters. This paper proposes a novel approach named 

EnaCloud, which enables application live placement 

dynamically with consideration of energy efficiency in a 

cloud platform. In EnaCloud, a VM is used to encapsulate the 

application, which supports applications scheduling and live 

migration to minimize the number of running machines, so as 

to save energy. Specially, the application placement is 

abstracted as a bin packing problem, and an energy-aware 

heuristic algorithm is proposed to get an appropriate solution. 

In addition, an over-provision approach is presented to deal 

with the varying resource demands of applications. This 

approach has been successfully implemented as useful 

components and fundamental services in the iVIC platform. 

Finally, evaluation of the approach is done by comprehensive 

experiments based on VM monitor Xen and the results show 

that it is feasible.  

 

The paper [14] proposes a system for energy efficient 

computing in virtualized environments. It puts forward 

vGreen, a multi-tired software system for energy efficient 

computing in virtualized environments. The system 

comprises of novel hierarchical metrics that capture power 

and performance characteristics of virtual and physical 

machines. It also defines policies, which use the metrics for 

energy efficient VM scheduling across the whole 

deployment. Results show that vGreen can improve system 

level energy savings by 20% and 15% across benchmarks 

and varying characteristics. The key idea behind vGreen is 

linking workload characterization to VM scheduling 

decisions to achieve better performance, energy efficiency 

and power balance in the system. The paper [15] discuss 

about exploiting heterogeneity in Grid computing for energy-

efficient resource allocation. The   paper proposes a meta-

scheduling algorithm HAMA which exploits the 

heterogeneous nature of Grid to achieve reduction in energy 

consumption. The reduction in energy is done by effectively 

distributing compute-intensive parallel applications on Grid.  

 

The paper [16] proposes a new architecture Green-Cloud for 

green data center. This architecture enables comprehensive 

online monitoring, live VM migration, and VM placement 

optimization. 
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3. Power  Aware   Scheduling 
 

The power aware scheduling minimizes the power utilization 

in the cloud. The scheduler runs in parallel with the default 

scheduler in OpenNebula. The scheduler minimizes power 

consumption by decreasing the number of on hosts in the 

cloud. It also focuses on load balancing for improving the 

performance. The scheduler uses only the low power nodes 

to deploy the requested VM. The power aware scheduling is 

done in two steps namely, 1) Creating a power profile for the 

cluster nodes and 2) Scheduling the VMs according to this 

power profile. 

 

A. Power  Profiling of Cluster Nodes 

The first part of implementing the power aware scheduler is 

the modeling of the servers in the cloud data centers, that is, 

creating a power profile for the cluster nodes. A macro-

modeling of the servers is done. The macro-modeling is done 

based on creating a power metric by the a-priori estimation of 

the power consumption of the servers. Since the power 

consumption of the servers are dynamic in nature, that is, 

they vary according to the load so does the CPU utilization. 

The calculation of dynamic power is not easy and needs 

constant monitoring and analysis of the power consumption 

of the servers in the cluster under varying load or an in-built 

power sensor is required in the hardware. 

 

In the cloud there is no need for computing the total power 

consumption of the nodes a-priori. Only the power metric for 

ranking of the physical nodes in the clusters is needed. The 

common factors of the server power consumption like chassis 

power are eliminated. So the CPU power consumption is 

taken as the power metric by taking account to the following 

facts which were observed in the study done by Intel [17], 

namely, 1) Disk and memory I/O does not affect server 

power consumption and 2) CPU utilization linearly affects 

power consumption.  

 

On average the CPU utilization in cluster servers is assumed 

to be a maximum of 80%. Studies show that on average this 

value is about 50%, that is, due to this under utilization, most 

of the server computing power is wasted. The CPU power 

consumption is calculated based on values that are available 

from the data sheet such as Thermal Design Power (TDP) 

and Idle power [18]. Other values such as leakage power and 

dynamic power are also used. The leakage power is 

calculated as 10% of TDP. 

 

Dynamic power is calculated by using the formula, 

Pd = CV
2
f 

 

The values of f, the frequency of operation of the processor, 

V, the working voltage of the processor and C, the 

capacitance value of the processor is available from the data 

sheet. The power metric is calculated by the formula,  

P = (Ptdp+Pd+Pidle)/3 +Pl 

 

Where Ptdp is the Thermal Design Power of the processor, 

Pd is the dynamic power of the processor, and Pidle is the 

idle power of the processor and Pl is the leakage power of the 

processor.  

 

This metric gives an approximate value of the relative power 

consumption of the servers in the cluster. Dynamic power is 

calculated on the assumption that on average the CPU is 

utilized 80%. The power metric for each physical node in the 

cluster is saved in a file along with the node’s host id. Using 

this metric the relative power consumption of the servers in 

the cloud cluster can be modeled effectively with less effort 

and cost. A modeling based on the relative values of server 

power consumption is very effective in this circumstance 

because the need here is to differentiate the servers based on 

their power consumption. This metric gives the clear cut 

distinction between the power consumption among the 

servers in the cluster. 

 

B. PASE: The Power  Aware Scheduler 

The power aware scheduler works along with the Open-

Nebula scheduler and schedules the virtual machines in the 

cloud such that the energy consumption is minimized. The  

power utilization in the cloud depends on three factors, 

namely,1) The power consumption of each cluster node 2) 

The number of cluster nodes in the cloud and 3) The work 

load of each cluster node in the cloud. The power aware 

scheduler consider the factors above, and minimize the 

power utilization in the cloud. The scheduler minimize the 

number of cluster node used, the remaining are suspended 

(the cluster nodes in the cloud are shutdown). The scheduler 

uses the cluster nodes with minimum power consumption as 

described by the power ranking. The VMs are scheduled such 

that only minimum nodes work and the working nodes 

consume minimum amount of power compared to other 

nodes. It also balances the load in the cluster nodes to 

optimize utilization of the nodes in the on state. The 

architecture of the scheduler is given in figure 1. The 

working of the scheduler is discussed in algorithm 5.  

 

 

Figure 1: PASE Architecture 

 

The power aware scheduler has five phases. 

1) Host management: This host management module 

retrieves the information of cluster node using 

OpenNebula interface. The information of resources in 

each cluster nodes are retrieved by this module, and a 

database is created. The information retrieved is 

extracted by XML parsing. The information is used to 

create a rank list called Host Power Ranklist. The Host 

Power Ranklist contains the list of cluster nodes 
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according to the increasing power consumption. This 

rank list is used by other modules of the scheduler and is 

also used for the power based ranking of the nodes. 

2) VM management: This VM management module 

retrieves the information of VMs in the cloud running in 

different cluster nodes. The resources used by each VM 

is recorded. Here mainly, memory is considered as the 

resource. This module also creates a rank list called Vm 

Resource Ranklist. The module uses OpenNebula 

interface to retrieve the VM details and a database of the 

VMs is created. The Vm Resource Ranklist is used for 

load balancing among the nodes. 

3) Over Load Handling: Overload handling checks whether 

the number of not over loaded hosts is below a 

predefined value. If such a situation is identified, then 

new hosts which are disabled is changed to enable, these 

enabled hosts must be lower in power consumption, that 

is they must have high power ranking. A fixed number 

of cluster nodes must be in the not over loaded state for 

satisfying the requirement of customers and attain QoS. 

It can be denoted by #Requirednotoverloadhost. Here 

ucpu, fcpu represents used CPU and free CPU 

respectively. This module works as described in 

algorithm 1. 

 

 

 

 

 
 

4) Host Minimizing: The host minimizing module 

minimizes the number of cluster nodes used in the cloud. 

It checks for a situation in which large number of cluster 

nodes are in low load. The upper bound of the low load 

cluster node is taken as #maxlowloadhost. If the number 

of low load host is greater than the #maxlowloadhost , 

then this module minimizes the number of host by 

disabling some cluster nodes according to their power 

ranking. It disables the cluster nodes according to their 

decreasing power. The highest power consuming cluster 

node is disabled first. The live migration of VMs is used 

here. The VM from the disabling host migrates to the 

other enabled cluster node. The host minimizing module 

only try to disable one host at a time, so the scheduler 

does not decrease the QoS. If more number of cluster 

nodes are tried to be minimized, it needs a lot of 

migration and this slows down the performance and thus 

decreases the QoS, that is, user requirement. The 

working of this module is described in algorithm 2. The 

host minimizing module disables only one cluster node 

at a time. But repeated cycle of scheduler minimize the 

number of nodes very efficiently. Also this minimization 

does not significantly affect the performance of the 

cloud.  

 

 
 

5) Load balancing: Load balancing module balances the 

load in the cluster nodes by migrating VMs from 

overloaded host to low load host. The load balancing 

migrates VM only once in a cycle. This also ensure the 

QoS. This does not seriously affect the performance of 

the cloud. The working of this module is discussed in 

algorithm 4. 

 

The power aware scheduler suspends (shutdown) every 

disabled host. This minimizes the power utilization in the 

cloud. These hosts are turned on through LAN. Wakeonlan is 

used for this purpose. Syntax is wakeonlan <Ipaddress>. In 
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this cloud the IP address is the name of the physical node 

itself. 

 

4. Experimental  Validation and  Results  
     

This section discuss the results obtained by implementing the 

framework for power aware scheduling in cloud. Open-

Nebula was used for creating the cloud environment [19]. 

KVM was used as the hypervisor in the cluster nodes [20]. 

Linux operating system was used for obtaining the results. 

The framework was done using C++. For implementing the 

cloud infrastructure two laptops with Intel(R) Core(TM) i3 

CPU M 350 2.27GHz processor having the Virtualization 

Technology (VT) support was used. This can be found by 

checking for the vmx flag in cpuinfo file. The cloud 

infrastructure was developed first using OpenNebula and it 

was installed at the front-end node. Then the back-end nodes 

were configured after installing KVM in them and bridges 

and virtual networks were created. The administrator at the 

front-end controls the whole infrastructure. There are also 

local administrators at the cluster nodes. Password less SSH 

access to the nodes were enabled. Also the image repository 

of the front-end was shared with all the other nodes. The 

power aware scheduler starts along with the OpenNebula one 

scheduler. The results obtained are  discussed below. This 

section also verifies how the scheduler works in different 

conditions. 

 

A. Initialization of scheduler 

Initially the scheduler enables the hosts which have the 

highest power ranking. Here 192.168.2.32 has lowest power 

consumption that is, highest power ranking, so it is enabled.  

192.168.2.31 with high power consumption is disabled. 

oneadmin@dileep-laptop: onehost list 

 
ID NAME RVM TCPU FCPU ACPU TMEM FMEM STAT 

3 192.168.2.32 0 400 398 398 3805700 2750212 On 

6 192.168.2.31 0 400 400 400 0 0 off 

 

B. Overload handling 

An event for overload handling is given below. There is only 

one host which is enabled. The amount of free CPU in this 

host is very low in the second result of onehost list. In this 

situation it can be seen that the over load handling module in 

the scheduler enabled the next host, here it is 192.168.2.31. 

oneadmin@dileep-laptop: onehost list 

 
ID  NAME RVM TCPU FCPU ACPU  TMEM FMEM  STAT 

3  192.168.2.32 1 400 379 379 3805700 2750212 On 

6 192.168.2.31 0 400 400 400 0 0 off 

 

The host with ID 3 is initially on and ID 6 is off. This 

situation is shown above. After some time the host with ID 3 

becomes overloaded. To handle the overloaded condition, the 

host with ID 6 is also turned on by the scheduler as depicted 

below. 

oneadmin@dileep-laptop: onehost list 

 
ID NAME RVM TCPU FCPU ACPU TMEM FMEM STAT 

3 192.168.2.32 1 400 254 254 3805700 2750212 On 

6 192.168.2.31 0 400 400 400 3677868 3030333 On 

 

C. Host minimization 

The host minimization module of scheduler tries to minimize the number of enabled hosts. An event is given below. 

oneadmin@dileep-laptop: onehost list 

 
ID NAME RVM TCPU FCPU ACPU TMEM FMEM STAT 

3 192.168.2.32 1 400 158 158 3805700 2750212 On 

6 192.168.2.31 1 400 400 400 3678990 2334453 On 

 

In the situation above, the host with ID 3 is overloaded and ID 6 is low loaded. 

oneadmin@dileep-laptop: onehost list 

 
ID  NAME RVM TCPU FCPU ACPU  TMEM FMEM  STAT 

3  192.168.2.32 2 400 373 373 3805700 2750212 On 

6 192.168.2.31 1 400 392 392 3678990 2334453 On 

 

Gradually both the hosts with ID 3 and ID 6 becomes low loaded as shown above. 

 

In the above example it can be seen that the load on both cluster nodes decreased(in second onehost list). In this situation the 

highest power host is disabled by migrating the VM running on this host to 192.168.2.32. 

oneadmin@dileep-laptop: onehost list 

 
ID  NAME RVM TCPU FCPU ACPU  TMEM FMEM  STAT 

3  192.168.2.32 2 400 254 254 3805700 2750212 On 

6 192.168.2.31 0 400 400 400 3678990 2334453 Off 
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D. Load Minimization 

The load minimization tries to minimize the load in the host. 

An event is given below. 192.168.2.31 is low loaded and 

192.168.2.32 is over loaded. In this condition one VM in the 

over loaded host is migrated to the second one, which is low 

loaded. 

oneadmin@dileep-laptop: onehost list 

 
ID  NAME RVM TCPU FCPU ACPU  TMEM FMEM  STAT 

3  192.168.2.32 2 400 254 254 3805700 2750212 On 

6 192.168.2.31 0 400 400 400 3678990 2334453 On 

 

The state of the hosts during the migration state is shown below. 

oneadmin@dileep-laptop: onehost list 

 
ID  NAME RVM TCPU FCPU ACPU  TMEM FMEM  STAT 

3  192.168.2.32 2 400 252 252 3805700 2750212 On 

6 192.168.2.31 1 400 400 400 3678990 2334453 On 

 

oneadmin@dileep-laptop: onehost lis 
 

ID  NAME RVM TCPU FCPU ACPU  TMEM FMEM  STAT 

3  192.168.2.32 1 400 312 312 3805700 2750212 On 

6 192.168.2.31 1 400 357 357 3678990 2334453 On 

 

It can be seen that after the load minimization, the load on 

both nodes are balanced. 

 

5. Conclusions & Future  Scopes  
 

This report proposes a novel framework for a power aware 

scheduling in cloud. The scheduling is based on a 

macromolecular of the cluster nodes in the cloud data center 

based on the a-priori estimation of their power consumption. 

A power metric for ranking the cluster nodes in the cloud is 

calculated based on this a-priori estimation. This ranking 

model is used for determining the ranks of the hosts for the 

novel power aware scheduling of VMs in the cloud. In this 

work a cloud infrastructure was implemented using 

OpenNebula, an open source framework. The power 

minimization is achieved by scheduling the VMs among the 

nodes such that minimum number of nodes are working. The 

scheduler also implements load balancing for improving 

performance. It also eliminates hot-spots by reducing the 

workload and thus increases the longevity of the machines.  

 

Some future enhancements that can be made on the 

framework discussed so far are presented below. The 

proposed macro model of the cloud servers can be extended 

to a dynamic power based modeling. Improving the power-

performance trade-off is a future prospect. The focus is 

towards developing an efficient, decentralized and scalable 

power aware algorithms for resource allocation. 
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