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Abstract: There has been tremendous growth and development across the globe with respect to cloud adoption and usage. The 

traditional on-premises servers have given way to global cloud infrastructure with most of the vendors like Amazon, Microsoft and 

Google setting up dedicated cloud infrastructure and management provisions. These developments have allowed companies and 

organizations to concentrate more on building software applications and systems while the infrastructure part is totally taken care by the 

cloud providers themselves. While there has been rapid cloud growth and adoption across the industry, it has come with its share of cons 

too. Organizations worldwide started moving rapidly to cloud systems, migrating data and application, and paying only for what they 

used in terms of VMs, Clusters, CPUs, Memory, and components with zero maintenance cost associated with the infrastructure. But 

slowly few organizations began to realize that the cost that they started to pay for the usage of the Cloud infrastructure was becoming 

even more than what they used to pay for the traditional on-premises systems. Cloud adoption comes with numerous advantages, but 

when the resources and cost is not managed properly, the cost incurred can become huge and uncontrollable. This phenomenon 

requires an in-depth understanding and implementation of optimized resource management which would produce an optimized cloud 

cost resourcing model exploiting the workload characteristics and machine learning approach to produce substantial results. Using the 

real time Microsoft Azure workloads, we can predict the accurate optimized costing for future workloads which would help to take 

informed decisions towards cloud resource management and costing. The research proposes to take a closer look at the various 

aspects/Characteristics of Microsoft Azure Cloud implementation through the production Virtual Machine workloads and how we can 

take into consideration the cost perspective to take corrective steps to maintain a balance between the cost towards infrastructure and 

performance, at the same time reap the benefits of the cloud infrastructure in a more efficient and cost-effective way. The outcome of 

the research is an algorithm which considers all factors into account including uncertainty of workload behavior , different scaling 

options for different workload characteristics ,parallel running tasks factor and impact on workload behavior, adhering to the expected 

SLA and performance characteristic, efficient use of resource and avoiding resource wastage and higher cost expenditure, volume 

discounts for larger workloads, running times of VM having both short and long duration and predicting the future behavior based on 

the current selected workload thereby allowing provisioning strategies and pricing strategies from Azure costing portal. The research 

starts off with an analysis of the Azure workload and it characteristic followed by cleanup of the dataset. Thereafter the research intends 

to run various ML and Deep learning-based algorithms to ascertain the best features and co-relations among them to finally arrive at 

the best fit algorithm which considers all the factors and accurately predicts the cost & resource optimized model.  

 

List of Abbreviations 
AC Active Clustering 

ACO Ant Colony Optimization 

ADP Approximate Dynamic Programming 

AE Auto Encoder 

ANP Analytical Network Process 

APRA Automatic Proactive Resource Allocation 

AR Auto Regression 

ARIMA Auto Regressive Integrated Moving Averages 

BD Benders Decomposition 

BRS Biased Random Sampling 

CECRPICAO Competitive Algorithm Optimization  

CNN Convolutional Neural Network 

DblSes Double Exponential Smoothing 

EDA Exploratory data analysis  

GA Genetic Algorithm 

HFA Honeybee Foraging 

KDE Kernel Density Estimation 

KF Kalman Filter 

LR Linear Regression 

MA Moving Averages 

MC Markov Chain Algorithm 

MCDM Multi Criteria Decision Method 

ML Machine Learning 

MOO Multi-Objective Optimization Model  

MPNN Multilayer Perceptron Neural Network with 

Back Propagation 

NB Naïve Bayes 

NF Noise Filter 

OCRP Optimal Cloud Resource Provisioning 

PCA Principal Component Analysis  

PDRV Probabilistic Determination using Random 

Variable 

PSO Particle Swarm Optimization 

RBM Restricted Boltzmann Machine 

RC Resource Central 

RNN Recurrent Neural Network 

ROC Receiver Characteristic Curve 

RPPS Cloud Resource Prediction and Provisioning 

Schema  

SAA Sample Average Approximation 

SAM Server Allocation Matrix 

SBS Service Based System 

SIP Stochastic Integer Programming  

SLA Service Level Agreement 

SOA Service Oriented Architecture 

SVM Support Vector Machines 

VM Virtual Machine 

 

1. Introduction 
 

1.1. Background of the study 

 

Cloud computing has been gaining popularity all around the 

world in the last couple of years. There has been rapid 

strides of improvement and growth in terms of the services 
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and features that cloud vendors now provide. The catalyst 

for these rapid changes has been the competition in the 

marketplace among these vendors like Amazon, Microsoft, 

and Google to capture the cloud computing marketplace. 

The biggest beneficiary of these technological advances due 

to competition have been the organizations who have 

realized the huge benefit that cloud computing provides at 

the same time reduces the overhead of maintenance of 

servers and datacenters of their own. This has led 

organizations to quickly incorporate cloud computing as part 

of their organization strategy towards implementation and 

adoption moving away from the traditional on-premises 

servers. The below diagram shows the benefits achieved 

based on adoption levels: 

 

 
Figure 1.1: Cloud Adoption Level Benefits 

 
The below figure also shows the adoption levels based on the region: 

 

 
Figure 1.2: Cloud Adoption level by region 

 
While the benefits of moving into cloud computing from the 

traditional server-based architecture are many, cost savings 

being one of the top 4 benefits as organizations only pay for 

the duration, they use the cloud infrastructure. However, if 

not properly implemented, it can also have adverse effects in 

terms of quickly becoming costlier than even the traditional 

on-premises servers 
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Figure 1.3:  Cloud Cost Optimization Lifecycle 

 

This research intends to present a predictive analytics 

approach to the resource and cost management aspects by 

considering real time production workload traces containing 

virtual machine and component information gathered over a 

period for spanning different regions and resource groups. 

Large vendors have been providing information of cost to 

customers based on current usage, but that information is 

quite limited. What is novel in this research is that this is the 

first time both optimized resource management and cost are 

combined, and predictive analytics used on real time 

workloads to predict the optimized cost and resources to be 

used and factors effecting the cost in the long run. Also, this 

research intends to do an in-depth analysis on the cloud 

component factors along with different combinations of 

configurations which can reduce the cost and empowers the 

organizations to take informed decisions on the capacity and 

configuration planning of the resources. 
 

1.2. Aim and Objectives 

 
The primary aim and goal of this in-depth research work 

undertaken is to identify and introduce a machine learning 

based Optimized cloud cost model based on Infrastructure 

Workload behavior. However, the main objective can be 

broken down in the below pointers which forms the base of 

the research conducted in this niche area.  

1) To correctly predict workload classification: Model 

should be able to classify the workloads in terms of 

workload parameters and predict the Future workloads  

2) To implement a scaling mechanism: Model should be 

able to explore the various resource scaling mechanisms 

and thereby select the best cost optimized scaling 

mechanism for the workloads in Microsoft Azure cloud 

environment. 

3) To address uncertainty in real-time workload 

distribution: Model should also explore the parameters 

and characteristics which introduce uncertainty in the 

workload behavior and how this uncertainty can be 

taken into consideration while predicting the future 

workloads and thereby allow resource provisioning 

accordingly 

4) To include a comparative study in terms of the 

Predictive models used and the identify the most 

balanced model 

5) To suitably evaluate in terms of performance of the 

suggested Model 

 
1.3. Research Questions 

 
The below contains the research questions when we mention 

about a cost-effective resource optimized predictive 

approach for cloud providers especially considering 

Microsoft Azure cloud: 

1) How does the cost effective optimal or just right 

resource provisioning can be done for all future 

workloads? 

2) How can the scaling mechanism tackle the problem of 

dynamic workloads and ensure cost optimized cluster 

scaling is done? 

3) How can the uncertainty of the workloads in terms of 

various factors can be efficiently handled? 

4) How can the jobs which are running in the Azure cloud 

space complete without slippages in terms of SLA or 

user expectation? 

5) How to reduce resource wastage and incorporate 

volume discounts? 

6) How can we ensure that the Proposed Model is scalable 

to be used across all Azure Workloads? 

7) How can the dominant features affecting cost can be 

identified from the Microsoft Azure workload? 

8) How can we ensure that the proposed model is not 

bulky and is lightweight in terms of implementation and 

performance? 

 
1.4. Scope of Study 

 

The research work and study introduced in this research 

work is aimed at proposing a Machine Learning based 

predictive analytics approach to solving the problem of 

optimization efforts in cloud cost and resource management 

for Microsoft Azure workloads. 

1) The study does a detailed analysis and deep dive into 

the factors to be considered in terms of the Azure 
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Workloads and how it effects the overall cost of the 

organization across the different components of the 

Azure Cloud infrastructure 

2) The selected dataset for this study contains Microsoft 

Azure VM traces containing valuable information on 

the Cloud component parameters required to study and 

predict the cost  

3) Deep dive into the traces from Azure workloads also 

considers the effective and efficient resource utilizations 

for the workloads. 

4) Capacity planning and resource planning of the cloud 

resources leading to savings is another aspect that this 

study would explore and suggest the best approaches for 

the same. 

5) The study aims to propose a methodology which will 

provide good performance, availability, and reliability 

under various workload conditions and at the same time 

effective cost andresource management. 

 
1.5. Significance of the Study 

 
As part of the work presented in this research work, I intend 

to study the Microsoft Azure workloads spanning different 

geographic locations and containing valuable information on 

the different component parameters of cloud computing seen 

to be working when a particular job or jobs run in any 

region. 

 

The study would include characteristics of production 

Virtual Machine (VM) workloads and a thorough 

understanding of the servers, power consumption, CPU 

utilization, VM lifetime, Deployment size and its relation to 

the overall infrastructure cost.  

 

Additionally, this research work also looks at the Azure 

functions being invoked for the various production 

workloads and what is the impact of such invocation on the 

overall cost incurred to the organization. 

 

This study and prediction algorithm build would give an 

insight into the various factors in play when implementing a 

truly cost-effective solution of optimized resource 

provisioning and optimized performance while adhering to 

the accepted SLA s levels. 

  

2. Literature Review 
 

2.1. Introduction 

 

The “literature review” part of the research study provides 

an overview of the relevant earlier research done which 

addresses the topic of prediction of an efficient cloud cost 

and resource optimized model and the detailed description of 

what each study tries to address and solve. It also shows the 

different approaches that earlier researchers have tried to 

explore, compare, and come up with accuracy in predictions. 

The research workshows the length and breadth of the issues 

that can come up during build of an algorithm which can 

accurately predict the cloud optimized cost and resource 

including good performance  

 
2.2. Related work 

 

(Al-Faifi et al., 2018) Al-Faifi, Biao Song, Mehdi Hassan et 

all in 2018 proposed a Naïve Byes classifier to predict the 

performance parameters and metrics of cloud nodes with 

reference to different options for configurations for 

resources. They used a Kernel Density Estimation technique 

to resolve the difficulty of zero variance of the distribution 

of features and thereby improve the accuracy of the 

prediction. The problem addressed in this research was to 

study and predict the performance metrics of cloud nodes 

based on the workloads and is solved by taking a huge 

dataset of labelled workloads from the cloud nodes and then 

building a Naïve Bayes Classifier from the labelled data. 

The Naïve Bayes classifier would then be able to predict 

unlabeled example based on the information learned from 

the labelled samples. A comparison is made between Naïve 

bayes and NB-Kernel Density Estimation and where NB-

Kernel Density Estimation was found to be more efficient to 

predict the performance of cloud systems. 

 

(Al-Faifi et al., 2019) Al-Faifi, Biao Song, Mehdi Hassan et 

all in 2019 proposed an intuitive MCDM algorithm to assess 

and use a ranking system for cloud providers from the 

analysis of smart data. This method has taken into 

consideration the dependencies and interrelationshipsamong 

the key performance elements. TheMCDM contains 2 basic 

steps. Step 1 involves clustering the providers of cloud 

services using K-means clusteringalgorithm to combine 

them based on similar features. Step2 involves 

implementation of MCDM methods using DEMATEL-ANP. 

This step is used to take the final decision based on the 

ranking of the clusters received after implementation of the 

step 2 processes. The entire process involves implementation 

of the K-Means Algorithm to separate the providers based 

on a set of criteria and assignment of importance and 

weights for them considering the existing workload behavior 

observed in the organization. Cloud providers offer a variety 

of services all with differentattributesand components and 

therefore the differences are also seen in terms of the cost 

and performance for all such attributes specific to the cloud 

providers. However, there is a set of characteristic features 

which are found to have overlap. Hence for such scenarios 

ANP is a highly recommended solution as it deals with the 

different overlapping features and attributes. In addition to 

it, it is also observed that the number of cloud service 

providers is quite big and with it the gamut of criteria and 

sub criteria also increases. Hence it is a complicated and 

time-consuming process to calculate and form a super matrix 

of such criteria‟s available to us. As a solution for this 

problem, clustering was used and they application of the 

Analytical Network Process (ANP). This has resulted in the 

extraction of highest quality representatives from each 

cluster and the simultaneous selection of those 

representatives. 

 

(Calzarossa et al., 2019a)Calzarossa, Vedova, Tessera et al. 

in 2019 proposed a framework which deals with unexpected 

constraints or situations as well as the performance 

variations seen in cloud infrastructure workloads. This 

research work proposes an effective way provisioning and 

scheduling such uncertain workloads. The proposed 

methodology enables advance estimation of resource 

requirements even before the actual execution of 

applications, the settings required for resources which cope 
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with uncertainties. The entire process involves the 

representation of the uncertainties associated with 

unexpected constraints and variations through random 

variables and thereby formation of an effective optimization 

problem statement. The resolution of the problem statement 

is envisaged and achieved through the implementation of a 

probability distribution modelling exercise. While 

considering provisioning and scheduling decision the 

uncertainties encountered in cloud environment is fully 

accounted for. For example: Considering different metrics 

like cost of leasing cloud resources,execution time and 

subsequent optimization efforts for the same. The various 

types of unexpected constraints or situation effecting the 

cloud workload and their sources are also investigated along 

with classification. According to this methodology, before 

the actual job execution occurs, scheduling and provisioning 

is completed well in advance of it, resulting in the 

prevention of risky provisioning paradigms like over-

provisioning and under-provisioning. Hence also has an 

impact in terms of cost and ensuring an optimal usage of 

resources as per the scheduling plan. 

 

(Di et al., 2012) Di, Kondo, Cirne et al. in 2012 evaluated 

and proposed a prediction algorithm which is based on 

Naïve Bayes model. This method is used in the prediction of 

mean load over an extended time slice in the future. The 

evaluation of the method was done using one-month worth 

of trace data from data centers from google consisting of 

huge number of machines. The evaluation and model 

running exercise conducted during research showed that the 

NB method is quite efficient and was able to show a mean 

squared error of. 0014.This means that this method was 

highly accurate. Additionally, the NB methodology was seen 

to enhance the load prediction accuracy. The value was 

found to be between 6 to 50% in terms of accuracy when it 

was compared with other sophisticated methods based on 

Auto-regression (AR), MA,noise filter (NF)etc. This method 

is particularly helpful in job scheduling as well as host load 

balancing decisions through implementation of prediction of 

the host load. All the characteristics that are studied in this 

research worklead to better resource utilization and helps to 

bring down the cost associated with the data centers by 

shutting down the idle machines leading to improvement in 

job performance. In this research methodology, the focus has 

been two critical metrics i.e., Memory and CPU. The generic 

approach has been to use the NBmodel due to its capability 

to hold information on noise and variations in load, thereby 

making suitable and appropriate predictions. 

 

(Yang et al., 2014) Yang, Liu, Shang et al.,2014 proposed a 

model which uses the basic linear regression 

algorithm/mechanism. This algorithm is used to predict 

workload on a novel service cloud architecture and based on 

the workload predicted an autoscaling mechanism is 

proposed to scale the virtual resources. This method is 

proposed to be implemented at resource levels in service 

clouds which are essentially different from each other. 

Autoscaling combines pre-scaling. Tosatisfy the user 

Service level agreement (SLA) a at the same time keeping 

the costs low real time scaling is proposed. The research 

considers 3 scaling techniques: Resource Level Scaling, 

Self-Healing Scaling and VM level scaling which are 

implemented on top of the proposed novel cloud 

architecture. If two virtual machines which are part of a 

service are assigned the same cluster resource nodes, then 

resources of the virtual machines complement each other. 

This is the basic idea of the self-healing scaling highlighted 

in this research work. In this methodology the unallocated 

resources available at an instance of the cluster node are 

used up by the resource level scaling. As part of the 

proposed novel cloud architecture, there is no cost 

associated with this kind of self-healing scaling and hence it 

executed first followed by resource level scaling. The cloud 

architecture proposed has various components like 

Admission Controller, Load Balancer, workload Predictor 

and Scalability Manager. User requests are routed to the 

services through the Admission Controller, and it filtrates 

out invalid login requests followed by the requests getting 

routed to the Load balancer. The LB collects server stats 

from the clusters and allocates the requests to a suitable VM. 

Based on the historical data available on the workload 

information, a prediction algorithm is used to predict the 

service workload in the next interval of time. This algorithm 

is known as the Workload predictor.Scalability manager is 

another component which is proposed in this research work 

and is responsible for implementation of a scaling strategy in 

real time based in the prediction results of the earlier 

workload predictor as well as running states of the platform. 

Cumulative scaling stats show the approaches and 

performance achieved by the proposed algorithm 

considering various intervals. The performance and cost 

implication of horizontal scaling is not found to be 

satisfactory. Additionally, it leads to more idle resources 

than other proposed algorithms in this research work leading 

to more cost. The results of the methods implemented 

clearly depict that out of the 3 levels of scaling approaches 

the one that performs better and give satisfactory results 

with lesser cost is auto scaling and is about 13% lesser than 

other scaling techniques proposed. Utilization of the 

autoscaling, the lightweight scaling and horizontal scaling 

are around 82%,84% and 74% respectively. Auto and 

Lightweight scaling can also help in 100% utilization of the 

resources and the later one actually leads to resource 

wastage. 

 

(Barnwal et al., 2019)Barnwal, Pugla 2019 proposed a 

model for developing a technique for balancing the 

workload effectively. The research work did a comparative 

study analysis of BRS, HFA and AC Techniques. The BRS 

algorithm can create a network system which has the 

capability to check if there is any workstation available to 

ensure dynamic allocation of jobs to such network systems. 

Edge dynamics is used in this research for balancing 

purpose. The overall result includes a directed graph, and 

random sampling is enabled by edge direction. A beehive-

based load balancing algorithm was used at the application 

layer to maximize resource allocation. This work largely 

revolved around assigning servers in service-oriented 

architecture paradigm and subsequent assignment of web 

aps to the corresponding servers. Additionally, this research 

work also looks at maximizing actual usage and related 

capacity of the servers.A system of this sort is exceptionally 

helpful considering the case of cloud computing paradigms 

and their generic pay-as-you-go model. Hence their 

acceptance or rejection solely depends on the model 

selected.The overall return of profit is normally calculated 
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considering the CPU usage timings depending on the server 

cost which hosts the virtual serverand considering the 

savings by calculating the time for which the virtual server 

was allocated and used. Additionally, the author also gives 

an in-depth analysis of well-established services being 

clubbed together to interact with load balancing through the 

method described. Similar types of instances are clubbed 

together to be used accordingly.Load balancing algorithms 

work well with similar workstations having similar types of 

characteristics and helps in load balancing. As the number of 

workstations increases, performance metrics of active 

clustering and Random sampling becomes better. However, 

there was not much improvement seen in case of honey been 

foraging implementations. 

 

(Biswas et al., 2015) Biswas, Majumdar, Nandi, 2015 

proposed a predictivemethod for dynamic automatic scaling 

of cloud resources that considers the dynamic system load 

and adjusts the number of resources required for the cloud 

accordingly. The method and system used is helpful not only 

in bringing about profit for the intermediate organization but 

also leads to reduced expenditure for the clients and users 

alike. There is a concept of a broker introduced in this 

research work where the broker has the entire responsibility 

of resource allocation coming through in the form of 

requests. The same broker also has the dual responsibility of 

automatic scaling operations. Instead of buying or leasing 

from the various enterprise cloud providers, users would 

have the flexibility to rent instances from the intermediate 

layer containing the broker hosted by the cloud provider. 

The primary concept of the broker here is that it charges the 

users of the private intermediate cloud with higher price, but 

to the tune of per second charged compared to cloud 

providers who charge per hour and therein lies the cost 

reduction for the end users and revenue generation or profit 

for the private or intermediary cloud. Additionally, users pay 

only for the time their request is running. This research work 

proposes an algorithm which increases the broke profit 

through proactive auto scaling mechanism. The broker is 

responsible to auto scale the resources through a ML based 

method/algorithmand is responsible for computing the latest 

no. of resources required to be provisioned for handling the 

upcoming requests. This leads to ensuring the required profit 

for the intermediary cloud. This process utilizes a ML based 

engine through the Software functions of a library known 

asWeka. Weka learns from historical request patterns from 

the user and is responsible for predicting future requests. 

Time series analysis is used to auto scale the resources 

proactively. Weka uses Linear Regression (LR) library to 

predict future requests. SVM is also used to simulate the 

scenario so that multiple model benefits can be recorded. 

However, when the comparison was made it was found that 

Support Vector Machines gave exceptional performance 

compared to Linear Regression techniques. On the other 

hand, it was found that execution time was more in case of 

SVM when compared to linear regression and using SVM 

increased the system timings to a great extent. This was 

looked upon as a possible overhead. 

 

(Wang et al., 2013) Wang, Liu, Ni et al. 2013 proposed a 

cloud brokerage service which reduces the cost of the users 

by provisioning the resources from a large pool of instances 

from cloud providers and gives discounted rates to users. 

The research work proposes a system which initially 

reserves huge number of cloud resources rather than going 

for the traditional on demand route. Thereafterthis approach 

is seen to lower the pricing and eventually the cost by 

consolidating the user requests. The broker is implemented 

using dimensionality reduction technique using 

Approximate Dynamic Programming (ADP). Consequently 

2 approximate algorithms are proposed which further is used 

for the short- and long-term predictions. 

 

(Yousefyan et al., 2013) Yousefyan, Dastjerdi et al.,2013 

proposed aneffective cost optimized cloud resource 

allocation and provisioning technique using CECRPICAO. 

As a first step the demand is predicted using a demand 

predictor algorithm and the same is used by CECRPICAO to 

precisely assign the virtual machines with on demand 

facility for reservations. CECRPICAO provides the best 

affordable solution as per the results obtained from the 

evaluation phase compared to all other resource provisioning 

methods. This method introduces a cost-effective resource 

provisioning technique which minimizes under provisioning 

and over provisioning significantly. The authors introduce a 

predictor algorithm to correctly predict the demands of 

resource provisioning requirement using a multi-layer 

perceptron neural network which has the capability for back 

propagation learning algorithm and is used to accurately 

predict future resource provisioning demandrequest made 

for resources like Virtual machines. The competitive 

algorithm or CECRPICAO is effectively incorporated to 

predict and provide accurate and efficient decision that leads 

to dividing the resources requirement of VMs among 

providers economically. The outcome of the evaluation 

phase of the method clearly indicates the total cost required 

to provision resources have been effectivelyreduced after the 

application of the mentioned method/Algorithm. 

 

(Chaisiri et al., 2012) Chaisiri, Lee et al.,2012 proposed a 

virtual machine placement algorithm that has the capability 

to reduce the cost that is being incurred towards virtual 

machines being hosted in a multi-cloud provider 

environment. It uses Optimal Cloud Resource Provisioning 

(OCRP) to provision resources which are being offered by 

the various cloud providers. The authors used a SIP 

paradigm for acquiring a cost-effective solution to rent 

resources. This research technique specifically uses SIP for 

cost optimization followed by a decomposition algorithm 

known as benders decomposition and sample average 

approximation techniques (SAA)which is user to accurately 

predict the requests coming in the subsequent stages. From 

the evaluation of the techniques used, it is found that the 

algorithm can provide an optimal adjustment in terms of 

tradeoff between resource reservation and allocation of on -

demand resources hence effectively reducing cost during 

provisioning of the cloud resources. 

 

(Genaud and Gossa, 2011)Genaud, Gossa 2011 proposed a 

model which can be used to provision the cloud resources. 

This model is based on a comparison and a tradeoff between 

the cost associated versus the wait time for client-side 

modules dealing with provisioning of resource. The 

proposed model divides the users requesting the resources 

based on wait time that they can afford in running the jobs. 

This model considers the requests from users where the time 
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required to execute is not of much importance. Additionally, 

this model also considers the users who have certain fixed 

deadlines set for their jobs and therefore time required for 

execution is critical under such situations. Implementation of 

this novel modelin case of the first group of users meant less 

resource requirement and lower cost as they can be 

provisioned with a wide variety of techniques and 

mechanisms. On the other hand, the second group of users 

apply more resources intensive techniques 

 

(Mark et al., 2011)Mark, Niyato et al., 2011 proposed a 

model which aims at reducing the cost associated with 

resource provisioning cloud environment. This model has 

two parts where the first part deals with the usage of a 

forecasting algorithm for demandsto facilitate the prediction 

of future virtual machine (VM) requests from users through 

their historical data of requests made. To effectively do this 

the authors used a basic Kalman filter (KF) which followed 

by the usage of a DblSesor double exponential smoothing 

mechanism. Additionally, the author has also gone in-depth 

of Markov Chain Algorithm (MC) to predict the accurate 

results. In the subsequent section,optimization of the model 

is being presented by the author. In this section, a hybridized 

algorithm consisting of genetic Algorithms (GA), Particle 

Swarm Optimization (PSO) & Ant Colony Optimization 

(ACO) is effectively utilized. Overall, both the sections 

together combine to provide a means to cater to demands of 

VMs allocation and to provide minimization of cost of 

provisioning of the resources. 

 

(Jagannatha et al., 2017)Jagannatha, Shravan, Kavya, 2017 

proposed a model which is used to determine the resources 

which are in working condition at any instant of time and 

secondly how these available resources can be used 

effectively. The cost performance analysis is done using the 

Markov Model (MC) and the server allocation matrix 

(SAM). The research work delves into the area of resource 

allocation by considering the failure of the physical 

machines in the datacenters that constitutes the cloud. The 

model takes into consideration the generic failure of data 

center machines, repair time and uptime of the machines to 

take the incoming load of the jobs. The benefit of the system 

is mainly in predicting the failure of the system and thereby 

finding an optimal and cost-effective solution for 

provisioning the cloud resources based on the incoming 

workload. 

 

(Rak et al., 2013)Rak, Cuomo, Villano 2013 proposed 

techniques which explores the tradeoff between cost and 

performance of cloud application through the user of 

benchmarks and simulation. This research work mainly 

deals with the possibility to predict performance indexes and 

resource consumption under generic workload conditions. 

This therefore enables to choose the deployment on the 

resources of the cloud provider and guarantees the desired 

performance levels and minimizes the cost for executing the 

application. As a preparation to the model, mOSAIC 

framework is used which derives the tags being passed onto 

the framework through the XML generated from the 

synthetic load and then benchmark the parameters derived. 

The second phase involves the optimization phase which 

takes input from the first preparation phase and is used to 

predict the resource usage, response time and throughput. 

 

(Strunk, 2013)Strunk 2013 proposed a lightweight 

mathematical model to concur the energy cost of live 

migration of an idle VM. The live migration process in 

Cloud environments for VM s is a key feature which enables 

High throughput and cost savings through the optimal use of 

servers and switch off underutilized ones. Based on the 

profiled data obtained for migration time and power 

consumption this method utilizes the linear regression 

technique to deduce the lightweight energy cost module. 

Experimental results obtained shows that this model can 

estimate the energy overhead of live migration of Virtual 

Machines with an accuracy of more than 90% 

 

(Shen et al., 2014)Shen, Chen et al.,2014 proposed a cost 

optimized resource provisioning model which considers a 

hybrid approach based on the pricing strategy of different 

instances having different price and effective leasing 

strategy to reduce the overall cost. This research work shows 

that the approach followed achieves the cost saving goal 

with few SLA breaches and very sparse wastage of 

resources. The model uses the 1998 World Cup website data 

which analyzes the workload pattern of the website and how 

it varies based on different changes in the workload 

behavior. The algorithm in the research work uses 

RecentVMQueue which maintains the most current VM 

amounts during a fixed timeframe. The approach in this 

research work uses a prediction Algorithm Kit along with 

AR model for facilitating the workload prediction. 

Thereafter predicted algorithm workload to VM amount 

mapping is conducted utilizing the pricing policies of 

multiple cloud providers to obtain an optimal or Just right 

cost solutions. 

 

(Ma et al., 2016)Ma, Zhang et al.,2016 proposed a model to 

solve dynamic resource allocation problem based on the 

fluctuating load characteristics found in Service based 

system (SBS) utilizing cloud environment. The research 

work provides a cost optimized dynamic resource allocation 

model. Genetic Algorithm (GA) is implemented to solve the 

dynamic resource allocation model and improve the 

resolving efficiency problem. Component Service 

Performance model is used for computation of the 

performance component service under constant quantity and 

load conditions. This research work uses the relationship 

between the resources and service performance considering 

CPU, Memory, Storage and Bandwidth. 

 

(Aldossary and Djemame, 2018)Aldossary and Djemame, 

2018 proposed a performance and energy-based cost 

prediction framework to calculate the total cost of VM auto 

scaling by maintaining expected performance levels and 

considering the various aspects of resource usage and power 

consumption. Cloud Resource Prediction and Provisioning 

Schema (RPPS) based on ARIMA based model is presented. 

The model automatically predicts the future demand in terms 

of CPU usage of VMs and proactively performs resource 

provisioning for cloud-based applications workload. The 

prediction error on an average is on the lower side with less 

than 10% in most case. 

 

(Humphrey, 2010)Humphrey, Mao, Li 2010 proposed a 

mechanism which is used to scale computing instances in 
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the cloud based on workload information and desired 

performance characteristics. The mechanism enables the 

submitted jobs to be completed before the SLA breach 

occurs and at the same time reduces the cost by controlling 

the underlying instance numbers. Additionally, the 

mechanism helps in terms of VM instance start up and shut 

down activities thereby controlling them and allowing for 

cost savings for the instances. 

 

(Aldossary et al., 2019)Proposed a cost aware prediction 

framework to estimate the cost associated with virtual 

machines based on their usage and power consumption. The 

research work proposes the framework to be divided into the 

parts: 1. VM workload prediction using Auto regressive 

Integrated Moving Averages (ARIMA) Model 2. PM 

Workload Prediction 3. PM energy consumption prediction 

using regression models, 4.VM Energy Prediction and 5.VM 

total cost estimation. Overall, the research work was able to 

establish a prediction framework that can predict the 

resource usage, power consumption, and estimate the total 

cost for the VMs during the operation of cloud services 

along with the optimizations to reduce the cost factor 

associated 

 

(Singh et al., 2019)Singh, Gupta and Jyoti 2019 proposed an 

adaptive prediction model using linear regression, Auto 

regressive Integrated Moving Averages (ARIMA) and 

Support Vector Regression for web applications. This 

research work first deals with the problem of workload 

prediction based on workload features. Final prediction 

mechanism shows significant improvement in the root-

mean-squared error and mean absolute percentage error. 

This model was also efficient in predicting the seasonal and 

non-seasonal variations seen within the workload patterns. 

 

(Djemame et al., 2017)Djemame, Bosch et al.,2017 

proposed a model wherein the Paas and Iaas components of 

Cloud based providers co-ordinate and share information 

successfully in terms of the workload and compute 

behaviors leading to increasing adaptability to changing 

needs for workloads, energy, and resource. The energy 

modeler utilized in this research work forecasts the power 

consumption using neural networks and estimates VM 

consumption using VM-observed data. 

 

(Cortez et al., 2017)Cortez, Bonde, Muzio et al.,2017 

proposed a prediction of Microsoft Azure workload behavior 

including key characteristics of VMs and how they can be 

predicted for future workloads. Based on these a novel 

Resource Central (RC) is introduced which collects the VM 

traces and learns the behaviors and provides predictions to 

various resource managers through a client-side library. 

 

(Lansky et al., 2021)Lansky, Ali et al.,2021 proposed a 

comparative study of various Deep learning techniques that 

can be applied to successfully and accurately predict the 

various intrusions that can take place in computer systems 

and networks. This research work does an in-depth analysis 

of the various deep learning techniques and their advantages 

for any given problem statement. The research work starts 

with the classification of the IDS schemes according to the 

incorporated deep learning techniques and highlights how 

each scheme is trying to apply deep learning methods to 

recognize and predict the different types of intrusions that 

can happens to systems. The research work involves deep 

dive into: Auto Encoder based schemes, Restricted 

Boltzmann Machine based schemes, Recurrent Neural 

network-based schemes, and Convolutional Neural network-

based schemes. 

 

(Qu, 2018)Qu, Chiayi et al.,2018 proposed a deep learning 

approach to solve the problem of achieving fault detection 

with signal analysis and processing based on spare auto-

encoder and is used to automatically extract features of 

complex data sets to detect fault. The auto encoder 

mechanism thereby can be used to extract features from 

signals which are not recognized and bring out intelligent 

identification of the features. The sparse encoder used in this 

research work is one with 1 hidden layer and 1 visible layer 

and is effective in detecting faults from the range of 60% to 

70% accuracy. Furthermore, hidden layers can be introduced 

to achieve even more accuracy to the system. 

 

(Calzarossa et al., 2019b)Calzarossa et al., 2019 proposed a 

technique which considers a combination of various 

workload characterization techniques for modelling and 

predicting workload access patterns. The research work 

starts with the identification workload parameters by 

exploratory analysis using a combination of statistical and 

visualization techniques. This is followed by a cluster 

analysis done and the result used as part of Principal 

Component Analysis (PCA) to provide the classes of 

clusters, in this case the workload characteristics. As part of 

future workload prediction behavior, the research work uses 

a fundamental timeseries analysis. For better understanding 

of the timeseries model and improve its forecast, a classical 

decomposition based on an additive model including 

deterministic and stochastic components is used. 

 

(Ding et al., n.d.)Ding proposed a temporal learning 

algorithm approach to deduce four metrics to measure the 

efficiency of the provisioned cloud resources and services 

including resource utilization, instance utilization, cost 

utilization, and cost efficiency. The research work further 

uses the temporal learning algorithm to predict their future 

values and to detect anomalies in the system. Additionally, 

the research work uses an Autoregressive model to predict 

future demands of applications under normal situation. The 

proposed model automatically monitors the cloud 

environment in real time and identify potential opportunities 

for cost and resource optimizations. 

 

(Wan et al., 2020)Wan et al.,2020 proposed a model which 

deals with the problem of VM running for a longer duration 

of time and classification of such VMs in runtime leading to 

dynamic resource allocation adjusting the VMs thereby 

leading to performance cost optimization of the cloud 

platform. This research work uses a combination of 

queueing theory and optimization methods to tackle the 

problem of system resource allocation. Further, the research 

work uses the queueing theory to provide a stable 

probability distribution of the system and provides 

theoretical support for multifaceted optimization work. For 

the pricing distribution, this research work considers various 

factors affecting the pricing and adopts a policy of execution 

of isomorphic tasks such as map reduce tasks. Overall, the 
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research work divides the tasks into 4 phases: Phase 1 deals 

with the Queueing Model followed by a QBD Process 

Model to calculate the quantitative cost of the various states 

of the VMs.Phase 2 of the model deals with System level 

parameter measures Like performance, Cost, and elasticity 

(implemented though the probability distribution 

implementation). Phase 3 Deals with Multi-Objective 

Optimization Model (MOO) which is responsible for cost-

prediction function and nominal time delay function and 

finally all the inputs from Phase1 to Phase 3 converge into 

the Phase 4 which proposes a cost-performance 

Optimization Algorithm 

 

(Minarolli and Freisleben, 2014)Proposed a machine 

learning approach to a cross-correlation prediction model to 

predict resource demands of multiple resources of virtual 

machines in a cloud environment. The results of the 

prediction model help in proactive resource allocation 

schemes that assigns only the optimal resources to VMs 

there being cost effective. This research work introduces a 

concept called Automatic Proactive Resource Allocation 

(APRA) that proactively allocated resources to a VM by 

predicting the usage using Support Vector Machine (SVM) 

for time series forecasting. Thereafter a cross-correlation 

prediction mechanism is used to predict the scenario of 

multiple resources of a multi-tier application. 

 

(Farahnakian et al., 2013)proposed an algorithm for 

consolidation of dynamic virtual machine instances to 

decrease the number of active physical servers on a data 

center and hence reduce the cost overall. The proposed 

model uses k- nearest neighbor regression algorithm to 

predict the usage of resources. Based on this prediction the 

methodology can determine when the host becomes under -

utilized or over-utilized. The experimental results show that 

the methodology proposed is efficient in maintaining the 

SLA requirement as well. 

 

2.3. Comparison of the various algorithms used 

 
Table 2.3 1: Comparison of Algorithms used in the various Research Work 

 
 
2.4. Summary of Issues observed 

 
From the study of the research done earlier I have concluded 

that several machine learning algorithms have been used to 

predict the cloud cost resource optimized model with 

different levels of effectiveness, basically because there are 

flaws within, which are difficult to visualize and predict. 

The issues are listed below. 

 

The datasets taken for the various research work do not have 

a standard set of features that can be taken into 

consideration. Very often even after taking the requisite 

number of features into consideration there are 

vulnerabilities and uncertainties in the prediction which arise 

out of the not being able to accurately predict the behavior 

of the workloads 

 

It is seen that incase of large number of research works 

submitted earlier, have taken only a subset of features due to 

small dataset selection based on which they have went ahead 

and tried to predict the cost effectiveness of the resources in 

the cloud environment. When the same algorithm is applied 

in real time loads, then the efficiency would decrease 

drastically as they have not considered all the scenarios 

which can arise out of the real time workload characteristics 

as the datasets in such cases are much bigger and complex 

leading to scenarios which arise and have not been seen 

earlier with a smaller dataset 

 

The task of coming selecting the suitable Machine learning 

Algorithm which caters to all possible combination of 

scenarios while implementing a Cloud Cost effective 

resource optimized ML based model for workloads 

considering all attributes is still a daunting one. 
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3. Research Methodology 

 

3.1. Introduction 

 

The research methodology adopted in the research work 

consists of a publicly available Microsoft Azure Dataset. 

The dataset undergoes various data cleaning stages. The data 

for the pricing of the various Azure instances would be taken 

from the publicly available pricing information on Azure 

Pricing calculator website. Additional care would be taken 

to ensure that the data is balanced and only the balanced data 

is used in the model. Once we ensure data readiness, we will 

use appropriate machine learning and neural network-based 

models. The outcomes from the models would then be 

subjected to a comparative study and based on the 

performance metrics on various parameters, the best and 

appropriate model would be selected. 

 

 
Figure 3.1: High Level Research Methodology 

 
3.2. Research methodology 

 

3.2.1. Data selection 

The dataset which has been selected to be utilized in this 

research work contains Azure VM traces. The Main 

characteristic of the dataset is as below. 
 
Main Characteristics of V1 

1) Size of the dataset 

2) Number of files present 

3) Observed number of VMs 

4) Number of Azure Subscriptions available 

5) Timeseries data consisting of virtual machine CPU 

utilization readings 

6) Virtual machine information table  

 
3.2.2. Data preprocessing 

Data cleaning is the process of fixing or removing incorrect, 

corrupted, incorrectly formatted, duplicate, or incomplete 

data within a dataset. When combining multiple data 

sources, there are many opportunities for data to be 

duplicated or mislabeled. This preprocessing step ensures 

that data is ready and without any skewness for further 

consumption in the subsequent steps of the research 

methodology. The Primary Components are as below: 

1) Removal of Missing values – Data cleaning should 

include removal of missing values. 

2) Removal of irrelevant data – Remove Noisy or 

irrelevant data for the future steps 

3) Removal of Duplicates – This step is very important to 

ensure that modeling exercise takes clean data as input. 

4) Fix data type – Any conversion required for data type 

mismatches should be corrected 

5) Clean Data - Imbalance and skewness should be 

checked and corrected. 
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Figure 3.2: Data Cleanup Pre-process 

 
3.2.3. Exploratory Data Analysis and Visualizations 

A large section of EDA is performed using visualization and 

graphical methods which is used for analysis and 

investigation of acquired data sets.EDA also helps in 

summarizing the main characteristics observed within the 

dataset selected. This process is beneficial in identification, 

implementation and subsequent manipulation of datasets to 

produce the intuitive insights on the dataset, unearth 

patterns, spot discrepancies, test hypothesis and analyze and 

infer assumptions. 

 

 
Figure 3.3: Exploratory Data Analysis 

 
1) The concentration of data for categorical variables can 

be shown using a graphical image also known as a box 

plot 

2) Sets of Continuous data can be described visually very 

effectively by a basic bar graph known as Histogram. 

 

 
Figure 3.4: Graphical Techniques for EDA - Univariate 

 
In a classic Bivariate Analysis, we study the relationship between any two variables which can be categorical-continuous, 

categorical-categorical, or continuous-continuous 

 

 
Figure 3.5: Graphical Techniques for EDA - Bivariate 

 
3.2.4. Feature Engineering 

Feature engineering is the process of using domain 

knowledge to extract features (characteristics, properties, 

attributes) from raw data. Appropriate features to be created 

as part of this step which would be helpful in the final 

building of the predictive model for the cloud cost optimized 

model from the VM traces. 

 

3.2.5. Model Selection, Building & Evaluation 

This research work intends to build various models and 

analyze the results from the various factors affecting cloud 

workloads and how cost-effective approach can be brought 

in. It also identifies the most efficient and predictable model 

which provides accurate and precise results while 

maintaining SLA levels and expected performance factors. 

The below is the process flow of the various evaluations that 
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the models would be undergoing to arrive at a suitable 

model. 

1) Review and analyze the model by comparing with the 

statistical models 

2) Analyze and conduct checking‟s to identify Variance 

Inflation Factors 

3) Analyze the plot of Receiver Characteristic Curve or 

ROC 

4) Determine the optimal point which can be considered as 

a cut off 

5) Determine if there is a precision versus recall tradeoff 

seen  

6) Verify the performance of the classification using a 

Confusion Matrix 

7) Determine and estimate the overall accuracy and 

performance parameters 

 

3.3. Proposed Methods: Model Building and 

Evaluation 

 

3.3.1. Support Vector Machines (SVM) 

Support vector machines (SVMs) are a set of supervised 

learning method/algorithms used for classification, 

regression, and detection. The objective of the model is to 

find a hyperplane in N dimensional space that can classify 

the data points. The primary advantages with this 

method/Algorithm can be described as below: 

1) Comparatively found to be highly efficient in case 

where there is high dimensional space observed. 

2) It does not lose its effectiveness in scenarios where 

thequantity of the total number of dimensions present is 

more than the number of samples available. 

3) Found to be highly memory efficient in as it uses a 

subset of training points which is provided as an input 

to the decision function also known as support vectors. 

4) The SVM method/Algorithm is also observed to be 

highly versatile since it can have varied kernel 

functions and those can be effectively mentioned for the 

decision function to be consumed. Custom kernels, 

however, are not possible and only generic kernels are 

given. 

 

Some of the drawbacks associated to support vector 

machines include: 

1) Over-fitting should always be avoided during the 

process of selecting the kernel functions specially in 

cases where the number of features is more in number 

compared to the samples. In such cases regularization 

term should be considered as a mandatory best practice 

as it is very critical to the overall outcome. 

2) Support Vector Machines uses a very costly five-fold 

cross validation as they do not provide a means for 

probability estimates. 

 

3.3.2. Time Series Forecasting 

Time series analysis involves building models that can 

efficiently capture or describe an observed time series to 

understand the underlying causes. This is nothing but 

answers the question of “why” when taking into 

consideration the dataset which has the time series data.The 

methodology includes decomposition of the dataset into 

subsequent components with assumptions being made about 

the composition of the data and includes models like LSTM. 

The overall effectiveness and performance of the model is 

measured by how the whole dataset is being interpreted and 

represented. Thereby resulting in better interpretation of the 

problem at hand. The primary objective of time series 

forecasting analysis can be described as below: 

1) The main goal is a better understanding of the 

phenomenon which is getting represented by the time 

series dataset 

2) Forecasting or predicting the future values of the 

observed time series datasetwhich is built on the 

observation and modelling of the historical time series 

data 

 
3.3.3. Deep Learning 

Depp learning is an integral segment of the extended family 

of Machine learning. It can be further classified as 

supervised/unsupervised artificial neural networks. In 

today‟s world we have extensive usage deep learning 

paradigms like RNN, CNN, Deep reinforcement learning 

etc. which finds usage in the areas of speech recognition, 

computer vision, handwriting recognition, Image analysis in 

medical science etc. Normally a neural network with a one 

layer can be used to make predictions, however, more than 

one hidden layer(s) can be used additionally to get better 

optimization and accurate results. 

 

Back propagation in neural networks training is quite 

common and techniques like gradient descent, can be used to 

fine tune weights of neural networks based on the errors 

obtained in previous iterations. Accurate and efficient tuning 

of the weights would result in low error rates thereby 

resulting in a better and generic model which increases the 

reliability. 

 
3.3.4. Auto Encoders 

An autoencoder is defined as an artificial neural network 

used for unsupervised learning of efficient coding. In simple 

words, autoencoders are specific type of deep learning 

architecture used for learning representation of data, 

typically for the purpose of dimensionality reduction. This is 

achieved by designing deep learning architecture that aims 

that copying input layer at its output layer. This research 

work proposes an auto encoder approach to reduce the 

dimensionality of the VM traces dataset so that accurate and 

precise prediction can be made. 
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Figure 3.6: Auto Encoder Process Flow 

 
3.3.5. KNN (K-Nearest Neighbor) 

KNN can be used for both classification and regression 

predictive problems. However, it is more widely used in 

classification problems in the industry. To evaluate any 

technique, we generally look at 3 important aspects: 

1) Ease to interpret output 

2) Calculation time 

3) Predictive Power 

 

Implementation of KNN involves the below steps: 

1) Import the required Libraries 

2) Import the dataset and make sure that the value of k is 

initialized 

3) Split the dataset in train and test 

4) This step would be used to get the predicted class. For 

this purpose, iteration would be required from one to 

total number of training data points 

a) The distance from test data to each row of training 

data need to be calculated.  

b) Euclidean distance will be used to calculate the 

distance metric. Similarly, other metrics that can be 

used are Cosine and Chebyshev. The generic 

Formula as below: 

 
c) Based on the distance values the calculated distance 

needs to be sorted accordingly. 

d) From the sorted distances array, we need to take the 

top k rows 

e) Determine and extract the frequently occurring 

classes of these rows 

f) After the extraction we can get the predicted class 

 

3.3.6. Best practices for KNN 

1) Missing Data: Addressing the issues of missing data is 

critical for success of KNN algorithm as the quantitative 

distance cannot be calculated for missing data. Hence 

data samples taken as part of this research work cannot 

be calculated. Therefore, requisite cleaning techniques 

should be adopted to clean or impute missing data. 

2) Data Rescaling: It is always advisable to standardize the 

datasets and KNN performs exceptionally well with 

normalized data.  

3) Dimensionality reduction of data: It is always advisable 

to select the variables based on feature selection and 

remove unwanted variables who do not contribute to the 

overall outcome.  

 
3.3.7. Random forest 

Random forest is an algorithm which is classified as a 

supervised learning algorithm and is a collection of several 

decision trees, usually trained with bagging method. This 

algorithm is mostly used to solve classification and 

regression problems. Bagging method is based on the 

premise that the accuracy and efficiency of the results is 

substantially increased when a combination of learning 

models is being used. This algorithm uses a voting process 

and selects the best outcomes after taking into consideration 

the predictions from all trees. This method precisely and 

efficiently handles nonlinearity through implementation of 

correlation between features. 

 

3.3.8. LSTM 

LSTM is a special type of recurrent neural network which 

has the unique ability to learn long term dependencies 

available in the dataset. There are 4 layers which interact 

with each other together forming the recurring module of the 

model. This model has the unique capability to selectively 

unlearn, learn and retain critical information from each unit 
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which is facilitated with the help of 3 gates and has a cell 

state available. The number of steps or inputs are defined by 

the first layer. After defining the number of inputs, the 

model would be run against an optimizer, and this would 

create a sequence of values leading to the training of the 

LSTM model. Post training, the predictions can be made 

against the test data selected. 

 

3.3.9. Gated Recurrent Unit (GRU) 

The GRU can be called as an improved version of RNN as it 

no longer has the vanishing gradient problem faced by RNN. 

This happens through the “update gate” and “reset gate” 

functionality provided by GRUs. The two vectors are the 

deciding authority of what data would be passed as an output 

of the GRU model. What makes the GRU special is that they 

can retain information from a long time. 

 
3.3.10. Expected Outcomes 

1) A cost effective and resource optimized cloud 

model/algorithm having optimized resource provisioning 

with good performance attributes is expected from the 

research activities conducted as per the research work 

2) This research work also intends to do an in-depth 

analysis of the various factors that characterize the 

different workloads along with the cost implications. 

3) The research work intends to also take into consideration 

the parallel execution of workloads along with scaling 

parameters which yield maximum efficiency to the 

predictive model 

 

3.4. Summary 

 

As part of the research work, I intend to build various 

models which would explain the correlation between 

different diverse parameters of the cloud ecosystem. This 

insight would be helpful in maintaining the cost 

effectiveness of the cloud solution as a whole and 

infrastructure cost when catering to the needs of various 

applications and Jobs. The model which best demonstrates 

the capabilities that I am looking for would be selected after 

the experiments on the dataset selected. 

 

4. Analysis 

 

4.1. Introduction 

 

The dataset selected to conduct the research has been 

collected from a public source and contains the Microsoft 

Azure traces having the Virtual Machine representative 

traces and Azure Function traces. Additionally, for the 

pricing details I have taken the Azure Pricing from the 

online Azure Pricing calculator for the real time pricing of 

Microsoft Azure components and Virtual machines with 

different configurations sizes in line with the configuration 

of the components provided in the traces. 

 

4.2. Datasets Used 

 

This section of the research work contains in depth details of 

the dataset used to conduct the research and their 

characteristic features available to us for use. When we talk 

about the results of an algorithm, the data set we select is 

very important factor which can decided the course of the 

entire research work. Hence it is important that the data set 

is selected wisely to derive maximum value out of the data 

in terms of insights it provides in an efficient manner. 

 

As mentioned in the introduction section, the dataset 

selected for the dissertation work has been taken from a 

public source and contains traces from Microsoft Azure 

machines 2019 and would help to unearth the various 

resource and costing aspects when dealing with the 

optimized Cloud infrastructure usage. I have also taken the 

VM hourly stats for the server and infrastructure usage 

components. I have taken the pricing information from 

Microsoft pricing calculator for the specific combination of 

memory and cores and applied them to get the cost 

information. The dataset columns for the vm table can be 

seen as below: 

 

 
Figure 4.2 1: Dataset column summary 

 

The schema of the vm table file contains  

 

Table 4.2 1: Schema of the selected dataset 

Column Definition 

vmid virtual machine id 

subscriptionid Azure Subscription Id to which the vm belongs to  

deploymentid Unique Id for which the deployment was done 

vmcreated timestamp when the vm got created 

vmdeleted timestamp when the vm got deleted 

maxcpu Maximum value of CPU usage 

avgcpu Average Value of CPU usage 

p95maxcpu 95 percentile data for max cpu. It‟s a stress testing parameter for CPU readings 
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vmcategory Type of vm 

vmcorecountbucket No of cores used by the jobs spun by the vm 

vmmemorybucket memory being used by the jobs spun by the vm 

 

As part of the thesis work, I have also considered an 

additional vm trace file with the below description: 

 

Table 4.2 2: Schema of the vm trace file 

Column Definition 

Timestamp Timestamp 

vm id Virtual machine id 

min cpu Minimum value of CPU usage 

max cpu Maximum value of CPU usage 

avg cpu Average value of CPU usage 

 

As part of thesis work, I have taken the compute and core 

pricing from publicly available pricing from azure pricing 

portal and then mapped the same to the traces dataset to 

compute the cost such as pay as you go cost, one-year 

reserved cost, three-year reserved cost and spot cost. Please 

find the table containing the cost information used in my 

analysis of the cost implications on the various parameters 

of the trace‟s dataset. 

 

 

Table 4.2 3: Azure Pricing Information from Microsoft 
Instance vCPU RAM Temporary Pay as you go 1 year 3 year Spot 

F1 2.00 2.00 8.00 $0.05 $0.03 $0.02 $0.02 

F2s v2 2.00 4.00 16.00 $0.10 $0.06 $0.04 $0.04 

D2d v4 2.00 8.00 75.00 $0.11 $0.07 $0.04 $0.04 

G1 2.00 32.00 384.00 $0.49 $0.01 $0.01 $0.05 

F4 4.00 8.00 64.00 $0.20 $0.12 $0.08 $0.08 

E4ads v5 4.00 32.00 150.00 $0.26 $0.15 $0.10 $0.10 

D8ds v4 8.00 32.00 300.00 $0.45 $0.27 $0.17 $0.18 

E8d v4 8.00 64.00 300.00 $0.58 $0.34 $0.22 $0.12 

D16s v3 24.00 64.00 128.00 $0.77 $0.46 $0.29 $0.31 

F32s v2 32.00 64.00 256.00 $1.35 $0.80 $0.50 $0.28 

 

4.3. Preparation of Data 

 

The preparation of data is the first step towards building 

various models based on the prepared data. That is why this 

step is one of the most important steps that would help us 

build out the various algorithms and select a suitable model 

which would produce optimal and efficient results. 

 

This section has been divided into various stepwise sections 

which are essential building blocks to a clean data. The main 

steps are data analysis, data cleaning, data interpretation, 

data co-relations data splitting and data validation. 

 

4.3.1. Data Analysis 

The vm table traces data set contains 2695548 rows and 13 

columns. The overall dataset was divided as per the vm 

category and the interactive vms had the below statistics: 

 
Table 4.2 4: Dataset Analysis summary 

 
 

There are totally 3 vm categories: 1. Interactive 2. Delay-

Insensitive and 3. Unknown. So,I have divided the dataset as 

per the category to get the insights pertaining to each 

category and then predict the maximum cpu and p95maxcpu 

parameters required for future workloads so that appropriate 

scheduling and provisioning can take place. Additionally, 

the cost information taken from Azure Pricing portal has 

been utilized to predict the parameters which effects the cost 

and hence increase in those parameters leads to increase in 

cost. 

 
4.3.2. Data Cleaning 

I had analyzed the vm table data and found that there were 

duplicates which existed in the dataset. This required the 

data to be cleaned up. 
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For the second part of my analysis of data the vm category 

of unknown was found to be redundant and hence those 

records had to be removed from the dataframe 

 

4.3.3. Data Co-Relations 

The vm traces data that I have taken was found to have the 

below correlations with respect to the various vm parameters 

present in the trace‟s dataset 

 

 
Figure 4.3 1: Heatmap of the dataset showing co-relations 

 

4.3.4. Feature Engineering 

The below feature engineering techniques were used to 

produce additional parameters of the associated data and 

make the data interpretable 

1) Lifetime, vmcorecount and corehour 

 

 
 

2) PayAsYouGoPrice, OneYearPrice, ThreeYearPrice and SpotPrice 

Create a python Method to calculate the price based on the Microsoft provided table and map that method to create a new 

column within the original dataset 
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Call the method to create a new column in the dataframe with updated pricing information 

 
 

Categorical Variables: 

 
Numerical Variables: 

 

 
 

4.4. Details of the Implementation 

 

The implementation of the cost and resource optimized 

cloud resourcing has two parts, the first part deals with the 

optimized cost/pricing and what are the parameters to 

appropriately predict the cost based on the parameter‟s 

scalability and usage in future. The second part contains a 

series of models run to predict the parameters which can 

help in resource provisioning in the future based on the 

current workload behavior found based on the trace‟s 

dataset. 
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Figure 4.4 1: High level flow of the implementation methodology 

 

The high-level flow has been depicted as per the figure 

above. As part of the flow, we would first determine the cost 

optimization model by considering the cost from MS Pricing 

for various VM CPU cores and Memory utilized and then 

calculate the total pay as you go price, one year price,three-

year price and spot prices. Thereafter we conclude on the 

factors which affect the cost, relations to the cost. 

Furthermore, we consider the traces file containing vm 

workloads and predict the outcomes based on the factors 

which were seen to be affecting the price. These factors 

would also help in resource provisioning in future as they 

would indicate the resource types which we would require in 

future to spin up vms and how frequently those would be 

required. 

 

4.4.1. Multiple Linear Regression Model for cost 

predictions 

As mentioned above, I am using the multiple linear 

regression model to find out the factors affecting the cost, 

while I have taken the TotalPayAsYouGo (derived 

parameter) price as the variable which would need to be 

predicted based on the predictor variables received as part of 

the model building exercise. 

 

Step 1:  

As part of data preparation steps, I had created python 

methods, I had removed data duplicates, created the derived 

variables for total price based on the MS pricing information 

and created dummy variables for the vm categories found as 

part of the dataset 

 

Step 2: 

Created the test and train split and applied minmaxscaler 

scaling to the data prior to running the multiple linear 

regression model. Dropped the “TotalPayAsYouGoPrice” 

variable from the train dataset as this was the variable to be 

predicted. 
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Step 3: 

Ran the RFE &Model building code to finally arrive at 

features which are responsible for accurately predicting the 

Cost of the future workloads. This was achieved through 

multiple steps of feature elimination based on VIF values 

and corresponding P values for the features received. 
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Step 4: Making the prediction on the test set of data selected 

and plot a graph for the same to validate the accuracy. 

 

Note: The multiple linear regression model above was used 

to predict the variables which contribute to cost hence the 

cost factors can be optimized accordingly. Once I had the 

variables, I am now running the below algorithms to further 

predict variables and its occurrence for future workloads 

based on certain criteria of timestamp etc. This would be 

helpful in scheduling as well as making sure that we have 

the appropriate resources available for future workloads 

based on CPU and Memory of the virtual machines. 

 

The vm table dataset is taken and is bifurcated based on the 

vm category. We have 3 categories as part of the dataset 

selected: Interactive, delay-insensitive and Unknown. 

 

4.4.2. Predictions for virtual machine cpu and future 

workloads 

 

4.4.2.1. Linear Regression Model 

Step 1: Since the vm category of “Unknown” would not 

produce any significant insights into the vm types, I deleted 

the traces for that vm category. 

 

Step 2: As mentioned above we divided the dataset into two 

vm categories: Interactive and delay insensitive. I have 

created the splits accordingly and run the linear regression 

model for both separately as below: 
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Step 3: 

Make predictions on the data and calculate metrics on how well the model performs 

 

4.4.2.2. Lasso Regression Model 

The lasso regression model creates the cost function as per the below: 

RSS + α*(sum of absolute values of coefficients)  

 

RSS = Residual Sum of Squares Larger values of α should result in smaller coefficients as the cost function needs to be 

minimized 

 
The same bifurcated data as per vm category is used to now run the lasso regression model 

 

Step 1: 
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Step 2: 

Calculate the co-efficient 

 
 

Step 3: Make predictions on the test data and calculate Metrics 

 

4.4.2.3. Ridge Regression Model 

 
Step 1: Run the model as below 
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Step2: 

Coefficients using Ridge 

 

 
Step3: 

Make predictions on the test data and gather metrics on the same 

 

4.4.2.4. Support Vector Regressor (SVR) Model 

Step1: 

Run the SVR model as below 
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Step2: 

Make the predictions and calculate the metrics 

 

4.4.2.5. RNN LSTM Model 

This model is run by considering a vm cpu readings file from the vm traces and corresponding prediction is made for the cpu 

usage 

Step1: 
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Step2:Build the model 
 

 
 

Step 3: 

Model summary 
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Step 4: 

Make the predictions and calculate the metrics 

 

4.4.2.6. Autoencoder LSTM Model 

 

Step 1: 

 
 

Step 2: 
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4.4.3. Predictions for virtual machine memory and future workloads 

For predictions based on the virtual machine memory I have taken the same vm traces dataset, but have bifurcated based on 

hours minutes and seconds and predicted the memory utilization of the vms as per the below models 

 

4.4.3.1. Random Forest Regressor 

 

Step1: 

Timestamp wise bifurcation of data: 

 
 

Step 2: 

Run the random forest model by removing the timestamp so that we can predict future memory consumption 
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Step 3: 

Make the prediction and publish the metrics  

 

4.4.3.2. K-nearest neighbor – KNN 

 

Step 1: 

Run the model on the train data 

 

 
Step 2: 

Make the predictions and publish the metrics 

 

4.4.3.3. LSTM 

Step 1: 

Prepare the train, test data and add the parameters to the model 
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Step2: 

Model Summary: 

 
 

Step 3: 

Run the fit to model 
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Step 4: 

Make the prediction on the test data and publish the metrics 

4.4.3.4. Gated Recurrent Unit (GRU) 

Step1: 

Define the parameters: 

 
 

Step 2: 

Model summary 
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Step 3: 

Run the model fit 

 

 
 

Step 4: 

Make the prediction on the test data and publish the metrics 

 

4.4.3.5. Combination of LSTM and GRU 

 

Step 1: 

Run model structure and define train and test set 
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Step 2: 

Model summary: 

 
 

Step 3:  

Run the model fit: 
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Step4: 

Make the prediction on the test data and publish the metrics 

 

4.5. Summary 

 

The above section has described the detailed implementation 

procedure starting from the cost factors and then doing a 

deep dive into the parameters which are highly useful to 

predict the future workload behavior namely virtual machine 

CPU and Memory utilization based on vm types as well as 

based on cpu reading from the vms. The research work also 

has found that there is a relation between the cost and the 

scaling strategy that takes place into vms. The cost is found 

to be decrease if the scaling is done horizontally rather than 

vertically based on the first multiple linear regression model 

runs. 
 

5. Results and Discussions 

 

5.1. Introduction 

 

The results and discussions section describes in detail how 

the performance of the models run perform in terms of 

predicting the future workloads, resource requirements and 

cost optimization aspects. Just like the earlier section where 

I have bifurcated the models based on the virtual machine 

cpu and virtual machine memory requirement prediction, in 

this section also the same division would be seen, and the 

results would be grouped twofold: one for the vm cpu 

utilization and one for vm memory parameters utilization 

 

5.2. Methods used and Evaluation Results 

The methods and the models used have been explained in 

detail in Chapter 4 above. The results of the methods and 

Models are as below 

 

5.2.1. Multiple Linear Regression results and 

conclusions 

Top Cost contributing Features: 

 

 

 

 
Figure 5.2 1: Plot showing the results of the multiple regression 

Paper ID: SR23816170845 DOI: 10.21275/SR23816170845 1622 



International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2022): 7.942 

Volume 12 Issue 8, August 2023 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

 

 

 
Figure 5.2 2: Plot showing the co-relations between the various resultant features 

 
Though the model is simple, from the results it is clear  

1) The Cost factor associated to vms is linearly related to 

vm memory bucket 

2) The Cost factor associated to vms is linearly related to 

vm core count bucket. Hence horizontal scaling causes 

less cost compared to vertical scaling 

3) Core count is again related to the cpu usage and hence 

the cost is also attached to the cpu usage and maximum 

cpu utilized. 

4) The lifetime of vm is also corelated to the corehour 

 

5.2.2. Results for virtual machine cpu prediction 

5.2.2.1. Linear Regression Model 

The comparison of the actual and predicted values are 

similar as per the below graph for Interactive vms 

 
Figure 5.2.2.1: Plot showing the predicted vs actual for interactive vms 
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Delay-Insensitive VM: 

 

 
Figure 5.2.2.2: Plot showing the predicted vs actual for delay-insensitive vms 

 

5.2.2.2. Lasso Regression Model 

 
 

Figure 5.2.2.3: Plot showing the predicted vs actual for interactive vms for lasso 
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Figure 5.2.2.4: Plot showing the predicted vs actual for delay-insensitive vms for lasso 

5.2.2.3. Ridge Regression Model 

 
Figure 5.2.2.5: Plot showing the predicted vs actual for interactive vms for ridge 
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Figure 5.2.2. 6: Plot showing the predicted vs actual for delay-insensitive vms for ridge 

 

5.2.2.4. Support Vector Regressor (SVR) Model 

 
Figure 5.2.2.7: Plot showing the predicted vs actual for interactive vms for SVR 
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Figure 5.2.2.8: Plot showing the interactive versus delay-insensitive vms for SVR 

5.2.2.5. RNN LSTM Model 

 
Figure 5.2.2.9: Plot showing the LSTM vs Validation loss for RNN LSTM 

 

Plot for minimum CPU utilization 
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Figure 5.2.2.10: Plot showing minimum CPU utilization for RNN LSTM 

 

 
Figure 5.2.2.11: Plot showing maximum CPU utilization for RNN LSTM 

 

5.2.2.6. Autoencoder LSTM Model 
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Figure 5.2.2.12: Plot showing model train versus validation loss for Autoencoder LSTM 

 
5.2.3. Results for virtual machine memory prediction 

As described in chapter 4 we have also considered the vm memory component and have run the models to predict the  

 

5.2.3.1. Random Forest Regressor 

 

 
 

Transform: 
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Explained variance regression score 

The explained variance score explains the dispersion of errors of a given dataset, and the formula is written as follows: Here, a

nd Var(y) is the variance of prediction errors and actual values respectively. Scores close to 1.0 are highly desired, indicating 

better squares of standard deviations of errors. 

 

 
R2 score for regression 

R-squared (R2) is a statistical measure that represents the proportion of the variance for a dependent variable that's explained 

by an independent variable or variables in a regression model. 

1 = Best 

0 or < 0 = not good 

 
5.2.3.2. KNN 

 

 
 

 
 
R2 score for regression 

R-squared (R2) is a statistical measure that represents the proportion of the variance for a dependent variable that's explained 

by an independent variable or variables in a regression model. 
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1 = Best 

0 or < 0 = not good 

 
5.2.3.3. LSTIM 

 

 
 

Explained variance regression score 

The explained variance score explains the dispersion of errors of a given dataset, and the formula is written as follows: Here, 

and Var(y) is the variance of prediction errors and actual values respectively. Scores close to 1.0 are highly desired, indicating 

better squares of standard deviations of errors. 

 

 
 

5.2.3.4. Gated Recurrent Unit (GRU) 
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5.2.3.5. Combination of LSTM & GRU 

 
 

 
 

5.3. Summary of model results and comparisons 

 

VM CPU: For predicting the vm cpu usage behavior I had run the below algorithms and the R squared values for them along 

with the RMS Error values can be seen as per the table below. 

 

 
Table 5.3 1: Summary of results for vm cpu prediction models 

 

RNN LSTIM Model Results: 

Additionally, I had also ran the RNN LSTM model with the below  

RNN configuration: Lookback = 40-time steps 

Trainable parameters: 143  

4 LSTM units  

3 output units  

 

Optimizer used: Adam optimizer  

Learning rate: 0.001 

Minimizing mean square error loss  

Train Score: 16.84 RMSE 

Test Score: 16.50 RMSE 

 

Autoencoder with LSTM Model Results: 

The comparison on the model train graph versus validation graph can be seen as below 
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Figure 5.2.2: Plot showing results for Autoencoder using LSTM 

 

VM Memory Bucket: For predicting the vm memory usage I had run the below algorithms and the R squared values for 

them along with the RMS Error values, MSE, MAE, Variance Regression Score, Mean Gamma deviation and Mean Poisson 

Deviance can be seen as per the table below. 

 
Table 5.3 2: Summary of results for vm memory prediction models 

 
 

6. Conclusions and Recommendations 
 

6.1. Introduction 

 

This chapter of the thesis work deals with the conclusions 

derived after running all the models and tabulating their 

results leading to effective comparison of the same. The 

results have been derived by bifurcating the vm cpu and vm 

memory and running algorithms separately for each 

prediction of cpu and memory. Finally based on the results 

obtained suitable models are to be selected which can be 

called the best models for predicting the vm cpu and vm 

memory for future workloads. The results of the models run 

also has helped me to predict the cost contributing factors 

and how cost can be controlled by controlling the scaling of 

the clusters. 

 

6.2. Discussion & Conclusions derived 

 

I chose to derive the cost related parameter as it is a critical 

parameter when considering cloud cost. As seen from the 

multiple linear regression model, I have seen that there is a 

linear relation between cost, vm memory bucket, lifetime 

and core count of the vCpu. Hence if I can control and 

predict the duration of usage of higher values of memory 

bucket and core count, I can clearly control the cost. This 

leads us to the concept of up scaling and down scaling of the 

resources leading to cost savings. It is seen that horizontal 

scaling of increasing the number of cores is cost effective 

rather than vertical scaling of a higher degree of vCpu used 

along with the memory component. 

 

The second part of my prediction deals with vm cpu and the 

dataset leads me to bifurcate the vm‟s by their respective vm 

categories and thereby predicting the vm cpu usage by 

running a set of models. I have chosen the 95
th

 percentile 

CPU usage data as I found this parameter to be more 

accurate in predicting cpu usage behavior. I have chosen „n‟ 

number of models starting with the basic regression models 

to predict the vm cpu usage and utilization over a duration of 

time. Both ridge regression and RNN based LSTM model 

are found to provide good results to predict the future values 

of cpu usage which can be beneficial for resource 

provisioning and cost predictions when we extrapolate the 

two components in the future. 

 

The last part of my predictive models for vm memory 

utilization leads me to derive the vm memory consumption 

based on „n‟ number of models. These models helped me to 

predict effectively the memory consumption for the clusters 

spun by the virtual machines. The combination of LSTM 

and GRU model has been seen to perform well to predict the 

vm memory utilization for future workloads.This is again an 

important parameter to not only help resource scheduling in 

the future but also to predict costs in the future based on the 

memory consumption behavior. 
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As I have run several models to predict various parameters, 

the focus was not much on getting the best model possible 

using hyper-parameter tuning but to create a generic 

frameworkwhich can be extended to larger datasets with 

huge number of vm traces and of course being cost 

optimized at the same time. 

 
6.3. Contribution to Knowledge 

 

What I have tried to establish through the research work is to 

highlight the importance of cloud costing as we are adopting 

more and more cloud technologies and infrastructure. Cloud 

cost should be the driving factor which leads to optimization 

of other cloud parameters for reaching a cost optimized 

resource provisioned and efficient infrastructure model. In 

the current setup of the research work, the best 

model/method is determined on complete dataset. 

 

This research work primarily focuses on deriving a model 

which is got through a hybrid approach dealing with the 

cost, vm cpu and vm memory separately and applying 

different models to achieve the results on the same dataset 

with different feature engineering applied based on need. 

 

6.4. Future Recommendations 

 
While I have tried to deal with the prediction mechanism of 

various infrastructure parameters separately in my research 

work, I see several other options as well for future research 

scope.  

 

A consolidated model which considers all the predictive 

parameters and effectively predicts all the 3 predictions 

accurately and efficiently, is something that can be pursued. 

Additionally, a larger dataset containing several years of vm 

traces over different geographical regions can also be used for 

predictions and can lead to different seasonality parameters 

and data to be included and analyzed based on 

region/country/geography. Of course, with larger dataset we 

would need to consider usage of GPUs and TPUs.While I 

have considered the Azure vm traces,similar research can also 

be taken into consideration for vm traces of other cloud 

providers and how that differs in terms of Azure workloads. 

While most of the research has been done on costing with 

respect to cloud features, research on real time vm traces is 

few and far between. Hence the need to analyze the real time 

vm traces is essential to know the workload behavior, cost 

and other associated parameters. 
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Abstract: There has been tremendous growth and development across the globe with respect to cloud adoption and usage. The 

traditional on-premise servers have given way to global cloud infrastructure with most of the vendors like Amazon, Microsoft and 

Google setting up dedicated cloud infrastructure and management provisions. These developments have allowed companies and 

organizations to concentrate more on building software applications and systems while the infrastructure part is totally taken care by the 

cloud providers themselves. While there has been rapid cloud growth and adoption across the industry, it has come with its share of cons 

too. Organizations worldwide started moving rapidly to cloud systems, migrating data and application and paying only for what they 

used in terms of VMs, Clusters, CPUs, Memory and components with zero maintenance cost associated with the infrastructure. But 

slowly few organizations began to realize that the cost that they started to pay for the usage of the Cloud infrastructure was becoming 

even more than what they used to pay for the traditional on-premises systems. Cloud adoption comes with numerous advantages, but 

when the resources and cost is not managed properly, the cost incurred can become huge and uncontrollable. This phenomenon 

requires an in-depth understanding and implementation of optimized resource management which would produce an optimized cloud 

cost resourcing model exploiting the workload characteristics and machine learning to produce substantial results. Using the real time 

Microsoft Azure workloads, we can predict the accurate optimized costing for future workloads which would help organizations to take 

informed decisions towards their cloud resource management and costing. This proposal intends to take a closer look at the various 

aspects/Characteristics of Microsoft Azure Cloud implementation through the production Virtual Machine workloads and how we can 

take into consideration the cost perspective to take corrective steps in order to maintain a balance between the cost towards 

infrastructure and performance, at the same time reap the benefits of the cloud infrastructure in a more efficient and cost-effective way. 

 

1. Introduction 
 

1.1 Background  

 
Cloud computing has been gaining popularity all around the 

world in the last couple of years. There has been rapid 

strides of improvement and growth in terms of the services 

and features that cloud vendors now provide. The catalyst 

for these rapid changes has been the competition in the 

marketplace among these vendors like Amazon, Microsoft 

and Google to capture the cloud computing marketplace. 

The biggest beneficiary of these technological advances due 

to competition have been the organizations who have 

realized the huge benefit that cloud computing provides at 

the same time reduces the overhead of maintenance of 

servers and datacenters of their own. This has led 

organizations to quickly incorporate cloud computing as part 

of their organization strategy towards implementation and 

adoption moving away from the traditional on-premises 

servers. While the benefits of moving into cloud computing 

from the traditional server-based architecture are many, cost 

savings being one of the top 4 benefits as organizations only 

pay for the duration, they use the cloud infrastructure. 

However, if not properly implemented, it can also have 

adverse effects in terms of quickly becoming costlier than 

even the traditional servers. 

 

This research work intends to present a predictive analytics 

approach to the resource and cost management aspects by 

considering real time production workload traces containing 

virtual machine and component information gathered over a 

period of time for spanning different regions and resource 

groups. Large vendors have been providing information of 

cost to customers based on current usage, but that 

information is quite limited. What is novel in this research 

work is that this is the first time both optimized resource 

management and cost are combined together, and predictive 

analytics used on real time workloads to predict the 

optimized cost and resources to be used and factors effecting 

the cost in the long run. Also, this research work intends to 

do an in-depth analysis on the cloud component factors 

along with different combinations of configurations which 

can reduce the cost and empowers the organizations to take 

informed decisions on the capacity and configuration 

planning of the resources. 

 

1.2Dataset 

 

The dataset for the study is taken from public releases of 

Microsoft Azure which contains traces from Virtual 

Machine workloads and also Azure function invocations. 

Details also include VM requests made and their lifetime, 

CPU Utilization, Number of cores used and the duration of 

the workload along with utilization readings. As part of this 

research work, we also intend to have a closer look at the 

optimized cost and hence we would be mapping the Azure 

VM pricing information from Microsoft Azure Pricing 

details. 
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1.3 Related Work 

 

Research on cloud related virtual machine parameters and its 

relation to cost management and optimization field are few 

in real time which could give us deeper insights into 

Resource and Cost Management together and how each one 

relates to the other. For Example, there has been prior work 

done with respect to optimization engines for resource 

management like:In 2020, M.Shahrad et al.(Shahrad et al., 

2020) deals with the function invocation that are available 

during workload run and which function invocation occurs 

at what time in order to optimize the functions through the 

variables of invocation time frequencies and patterns within. 

But even this research work does talk about the cost 

component that comes into picture when optimization w.r.t. 

cloud is taken into consideration 

 

In 2019, M. Aldossary et al. (Aldossary et al., 2019) 

published a research work which talks about cost prediction 

based on the energy consumption of VMs and thereby 

predict the cost only. The one parameter that is the focus 

here is that it only talks about overall VM cost based on 

power consumption. 

 

In 2019, P. Singh et al. (Singh et al., 2019)talks about 

workload prediction required for auto-scaling of cloud 

environment 

 

In 2017, K. Djemame et al. (Djemame et al., 2017) talks 

about the energy efficiency analysis of cloud computing 

environments. 

In 2009, Lori Moore-Merell et al.(Moore-Merrell, 2009) 

takes into account Microsoft Resource Central engine which 

automatically predicts the type of resource management that 

workloads would require based on virtual machine traces, 

but in no way has any co-relation to the optimized cost 

factor associated with Cloud computing for various 

workloads. 

 

2. Problem Statement 
 
With the advent of Cloud computing, there has been rapid 

expansion and migration to cloud infrastructure from the 

traditional on-premise structure to large cloud providers 

such as Microsoft Azure, Amazon Web Services and Google 

Cloud Platform (GCP). There have been rapid innovation 

and new features being introduced by cloud providers very 

frequently owning to increased market place competition. 

All these advanced features are exposed and are being made 

available to the customers. However, on one hand these 

features are attractive and solves a lot of problems, on the 

other hand there is a price that is associated with these 

features as well. One of the primary reasons of cloud 

adoption is the cost savings that it brings with it as shown in 

the diagram below (Image adopted from internet). Hence 

efficient handling of the resources along with the optimized 

cost model is the need of the hour without which 

organizations would have to pay a hefty price due to 

incorporations of unmanaged infrastructure spanning all 

geographical locations. 

 

 
 

Practical and efficient resource and cost management for 

customers with deeper understanding of the Infrastructure 

components key characteristics is something that should be 

implemented across all organizations in order to reap the 

benefits of cloud computing. Moreover, if these can 

characteristics and cost associated can be accurately 

predicted on time, customers can be highly benefited and 

may adjust their infrastructure in a way that suits their 

budget as well as satisfies their requirements in a more 

efficient manner. Additionally, the current prediction of 

Cloud computing cost which is being provided as a side 

service by large cloud computing vendors is not 

comprehensive enough to take into account all the 

parameters specifically VMs size, CPU Utilization and its 

relation to CPU cores, VM Utilization, cold starts in VMs, 

vertical scaling of cluster configurations and horizontal 

scaling of cluster configuration. This research work intends 

to also explore the insights into the tradeoff between cloud 

resource component utilization, its cost and the overall 

performance gained in terms of job runs holistically in order 

to enable the organizations take informed decisions 

accordingly. In this research work I intend to look into all 

factors and not a single parameter alone predicting the 

optimized cost. 
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3. Research Questions (If Any) 
 

How can we provide an efficient predictive analysis for 

cloud implementation of resource and cost management to 

customers by looking at the workloads running in an 

organization so that customers can adjust their 

configurations to suit the budget requirements and at the 

same time be efficient in managing the cloud resources? 

 

4. Aim and Objectives 
 

The main aim of this research is to propose a cloud resource 

managed and cost optimized prediction model which would 

take into account all the workloads running in an 

organization including the key characteristic components 

within the cloud infrastructure like VMs, Clusters, Memory, 

Cores etc. 

 
The research objectives are formulated based on the aim of 

this study which are as follows: 

 To suggest a suitable predictive model for cloud resource 

and cost management for customers for their workloads 

running with different cloud components 

 Detailed analysis on the workload behavior including the 

VMs, Cores, Clusters, Resource Managers, CPU 

utilization, Memory and Costing associated with each. 

Subsequent prediction by taking into account all these 

factors. 

 Identify the trends in workload behavior across different 

resource managers  

 To compare, evaluate between the predictive models and 

select the best model which would produce optimized 

results 

 

5. Significance of the study 
 
The study proposed in this research work would help in 

formulating a ML based predictive analytics approach to 

solving the optimized cloud cost and resource management 

for Microsoft Azure workloads spanning different 

geographic locations, the usage of various cloud 

infrastructure functions and how these real time workloads 

have effect on the overall cost of the organization across 

different resource groups. The dataset selected for this study 

contains VM traces containing valuable information on the 

Cloud component parameters required to study and predict 

the cost as well as the effective and efficient resource 

utilizations for the workloads so that organizations can take 

corrective and informed decisions on the capacity planning 

and resource planning of the cloud resources leading to 

savings. In order to provide good performance, availability 

and reliability under various workload conditions, can be an 

expensive affair without the existence of an effective cost 

and resource management. It has a huge significance in the 

overall success of cloud strategy of every organization and 

effective implementation of the same would greatly help in 

adding value to any organization. 

 

6. Scope of the Study 
 
As part of the work presented in this research work, I intend 

to study the Microsoft Azure workloads spanning different 

geographic locations and containing valuable information on 

the different component parameters of cloud computing seen 

to be working when a particular job or jobs run in any region 

across Resource groups. The study would include 

characteristics of production Virtual Machine (VM) 

workloads and a thorough understanding of the servers, 

power consumption, CPU utilization, VM lifetime, 

Deployment size and its relation to the overall infrastructure 

cost. Additionally, this research work also takes a look at the 

Azure functions being invoked for the various production 

workloads and what is the impact of such invocation on the 

overall cost incurred to the organization. 

 

7. Research Methodology 
 

The research methodology to be employed during the study 

of the Cloud cost and resource management prediction 

involves key processes such as the selection of appropriate 

dataset, pre-processing the selected dataset, related 

transformation which are required on the dataset into 

comprehensible format, balancing the dataset, feature 

engineering to extract additional parameters and values, 

extracting the cost information from Microsoft provided 

pricing as per different VM configurations and 

implementing ML techniques and evaluating the algorithms 

performance using evaluation measures. These steps would 

form the back bone of the research work presented for the 

study. 

 

7.1 Proposed Model Architecture 

 

The Proposed Model Structure would contain the below 

steps: 

 

 
 

1) Data Analysis: The dataset would be first analyzed to 

find out the parameters and variables across different 

workloads. Resource Manager groups and third-party 

VM information so that they can be bucketed 
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accordingly. Also, appropriate variables are identified 

and the costing information is also fetched from 

Microsoft pricing information to be store and analyzed 

against the workloads provided. 

2) Data Pre-Processing and Transformation: The data 

from the Azure public dataset present in the form of 

workloads would be pre-processed to incorporate data 

which is generated each sec or minute from the VMs. 

These would be divided based on the Resource Groups 

for each VM and similar Resource Group VMs would 

be clubbed together for further analysis. Appropriate 

data transformation would be taken forward for the 

conversion of the categorical fields into numeric as 

well. Also, the VMs would be renamed and grouped 

together based on the similar configurations. 

3) Imputation of Data: Appropriate imputation of data 

would be conducted so that the irrelevant data is 

cleansed. Wherever irrelevant data is found to be 

existing those would be treated appropriately. 

4) Diagrammatic Representation of the Co-related 

variables: Appropriate code would be executed to 

check the co-relation of the variables and dependency 

analysis of the various VM parameters and components 

5) Feature Engineering: Appropriate feature Engineering 

would be conducted in order to create specific variables 

which would be useful in the implementation of the 

algorithm. These would be in the form of VM and 

component parameters required to include 

6) Model Selection: Multiple models would be utilized to 

predict the cost and resource optimized models for 

Azure workloads across different geographic locations 

and Availability zones. The models to be run for this 

prediction would be Regression, Decision tree, Time-

series, XGBoost and Random Forest through the train 

and test data. As first steps the data set would be 

divided in the ratio of 70:30 with 70 being the training 

data set and 30 is the test data set. 

7) Performance Index: Once the models have been run 

successfully, we need to compare the various 

performance indexes like R2, Accuracy, Mean Absolute 

Error (MAE), k-Cross validation 

 R2: Variance Explained by the Model/Total 

Variance, R2 is between 0-100.Higher value of R2 

means better Regression Model fits the observations. 

 The value of K should also be suitably selected in 

order to achieve correct Results. 

 Accuracy: Prediction which was done correct/total 

testing done X100 

The Prediction algorithm takes into account the VM 

behaviors like start time, end time, deployment parameter, 

workload segments and power consumption. 

 

CPU Utilization: The average CPU utilization % is to be 

mapped to the performance as well as cost parameters while 

deploying a particular VM running similar workloads. 

 

Right VM Sizing: VMs which are under the similar 

Resource groups must be sized based on the workload and 

time duration for which the cloud resources are required and 

utilized at least above 60% for efficiency in resource 

utilization as well as cost consciousness for the same. 

 

Weekend and Weekday trend Analysis: Overall pattern to 

be observed for workloads which runs on weekdays 

compared to weekends and accordingly resource allocation 

to be predicted along with the right cost implication for the 

same. 

 

Efficient Cluster Configuration: Based on the workload 

behavior efficient Cluster configuration with the right sized 

VM and CPU resource requirements can be predicted. Also, 

the cost can be brought down with the correct configuration 

parameters. 

 

Server Maintenance: Appropriate server maintenance 

cycles can be predicted based on the workload dataset and 

cost can be adjusted accordingly for the maintenance time 

frame. 

 

8. Resources Required 
 

The following resources would be required for 

implementation of this research: 

 

A GPU is required to perform the training for the following 

reasons: 

 As the dataset contains huge data set containing data 

every second of the workloads.  

 It is expected that the number of epochs might be high 

and for better performance.  

 Complex operations to be performed and data size is 

going to inflate to a big extent 

 
8.1 Software Required 

 

 Python and associated libraries for Visualization 

 
8.2 Technical Skills Required 

 

 Python  

 Regression Algorithm 

 Time Series Algorithm 

 Random Forest Algorithm 

 XGBoost Algorithm 

 

8.3 Domain Knowledge Required 

 

 Cloud Computing Fundamentals 

 Azure Cost Management Fundamentals 

 Azure Cluster components knowledge 

 Azure Cloud usage 

 Virtual Machine fundamentals 

 

9. Expected Outcomes 
 
In this research work, the prediction mechanism for the 

resource and cost optimized cloud infrastructure setup 

should be able to predict accurately the cost as well as 

efficient management of resource to produce optimum 

results. 

 

This research work intends to analyze the different aspects 

of efficient Resource Management along with the cost 

implication, so as to provide an unbiased and correct picture 
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to the organizations using the cloud infrastructure setup. 

This would help the organizations to take informed and 

correct decision regarding the future cloud strategy and 

utilization of resource at the same time keeping the cost 

factor in check. 

 

10. Research Plan 
 

The below figure shows the plan for this research 

represented in a Gantt chart format: 
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Appendix C: Ethics Forms 

 
Appendix D: Resource Required 

Hardware requirements for the study and to conduct work 

towards the in-depth research study are illustrated as below 

(this List is not a final one and may require changes when 

implementation starts) 

 

1) Hardware Requirements 

Some of the deep learning algorithms require GPUs to 

process the data sets and hence in certain conditions GPU 

access might also be required to run the models. However, 

the following are the hardware requirements that would be 

required for the methods to be run with the bare minimum 

configuration as below: 

a) Processor: 10th Generation Intel® Core™ i7-10750H 

b) Laptop OS: Windows 10 

c) RAM: 16GB and above  

d) Video card: NVIDIA® GeForce®  

 
Appendix E: Risk and Contingency Plan 

 

Appendix E 1: Risk and contingency plan 
Serial 

No 
Risk Seen Plan towards Contingency 

1 
Unable to meet deadlines due to other factors affecting 

the study/research 

Connect with Student Mentor and reach out for suggestions and act 

accordingly 

2 
Not able to create and accomplish the research work of 

building Models 
Reach out to the Batch Supervisor and suggest corrective actions 

3 
The data set is not appropriate for the research to be 

completed with desired results 

More investigation on appropriate data sets would be required and 

suitable data sets selected accordingly 

4 Local computer resources not enough to run models Promptly ask for GPU access by reaching out to student mentor 
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