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Abstract: The Human-Machine Interface (HMI) has developed into an essential tool for natural communication between people and 

machines, revolutionising many fields. By synergistically merging a ResNet deep learning architecture, a VGG16-based feature 

extraction, and a lightweight narrow architecture, this research provides a novel technique to improve the HMI paradigm. The main 

emphasis is on defining parameter ranges using supervised data learning and improving virtual management procedures through 

precise sensor parameter predictions. It was decided to use a thorough technique that included a study of the literature, data gathering, 

analysis, and model construction, and it was then rigorously evaluated using metrics including accuracy, precision, recall, and F1 score. 

The ResNet model has the potential to be used to enhance the HMI because the suggested architecture uses VGG16 for feature 

extraction. Performance is improved by the streamlined, thin design, which solves hardware limitations. The effectiveness of the method 

is demonstrated by testing it on the CIFAR-10 dataset. This results in a model that is more accurate, faster to compute, and more 

efficient, which is a big development for HMI models. The advancement of human-machine interaction and virtual management 

systems will be made possible in the future thanks to the insights provided by this research into the fusion of deep learning techniques. 
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1. Introduction 
 

Artificial neural networks (ANNs) have applications in a 

variety of domains, such as item categorization, speaker 

identification, fingerprint identification, face recognition, 

and object recognition [1–5]. ANNs successfully handle 

clustering and classification tasks by learning from both 

successful and unsuccessful samples. However, factors 

including network structure, extracted features, training 

samples, starting weight values, and architecture limit their 

performance. There is no established method for defining 

neural network topology, including hidden layers and neuron 

counts. Longer training periods are caused by large input 

data dimensions, however feature extraction [6] alleviates 

this. For the same task, different feature extraction 

techniques produce different results. In order to reduce 

learning time, Leandro Nunes de Castro [7] and Mercedes 

Fernandez-Renondo [8] explore various techniques for 

determining beginning weight ranges. 

 

The interdependence of people and machines has grown in 

importance at a time of quick technological change and 

expanding interconnection. This synergy is realised through 

the Human-Machine Interface (HMI), which facilitates fluid 

communication and teamwork between human operators and 

sophisticated machines. The incorporation of deep learning 

architectures is at the forefront of these initiatives as the 

HMI research environment continues to push the envelope 

of innovation. In order to redefine virtual management 

processes and improve overall system performance, this 

research paper sets out on a journey to improve the HMI 

paradigm through the fusion of a ResNet deep-learning 

architecture [9], VGG16-based feature extraction [10], and a 

streamlined narrow architecture. 

With the introduction of deep learning, machine learning has 

undergone a revolutionary change that has given rise to 

previously unheard-of processing powers for intricate data 

structures. The ResNet design has demonstrated outstanding 

performance in image classification, object identification, 

and many other applications. It is well known for its 

capacity to alleviate the vanishing gradient problem and 

allow the training of incredibly deep networks. At the same 

time, the VGG16 model has gained widespread acclaim for 

its efficiency in feature extraction, which has made it the 

foundation of many visual recognition tasks. Accurate 

sensor parameter predictions are essential for maintaining 

the dependability and effectiveness of virtual management 

processes as companies move more and more towards 

automation and digitalization. However, these forecasts are a 

difficult task due to the richness and diversity of real-world 

data. In order to overcome these difficulties and improve the 

accuracy and precision of predictions of sensor parameter, 

this research aims to harness the power of deep learning. 

 

We shall examine the methodology's detailed features in the 

parts that follow, illuminating the complex technological 

issues that underlie the creation of the ResNet-enhanced 

HMI model. We want to usher in a new age of effectiveness, 

performance, and creativity by bridging the gap between 

cutting-edge deep learning techniques and real-world 

applications in human-machine interaction. 

 

2. Related Work 
 

This review's [11] suggested approach was to maintain pace 

of current scientific developments, comprehend the state of 

technology, recognise the enormous potential of AI in 

biomedicine, and inspire researchers in related disciplines. 

As with AI itself, it may be said that applications of AI in 

biomedicine are still in their infancy. Fast changes are 

anticipated in the near future as new advancements and 

discoveries expand the frontier and the application of AI. 

Two case studies are given to show how to forecast when an 

epileptic seizure will occur and how to fill a bladder that 
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isn't working properly. This study [12] used a technique to 

anticipate operator reaction patterns for n forward time-step 

windows using k delayed previous HMI state patterns. 

Within HMI state patterns, the NLP method provides the 

opportunity to encode (semantic) contextual connections. A 

method for framing raw HMI data for supervised training 

utilising sequence-to-sequence (seq2seq) deep-learning 

machine translation algorithms is described in this direction. 

Additionally, a customised Seq2Seq convolutional neural 

network (CNN) NLP model built on modern, cutting-edge 

design components like attention is contrasted with a typical 

RNN-based NLP model. Results show that both NLP model 

approaches that were considered for simulating HMI states 

are equally successful. A machine learning-based prediction 

model for PA subtype identification was created by the 

author [13] using 10 clinical characteristics without CT 

imaging. In the future, AI-based prediction models may 

develop into reliable diagnostic tools for PA subtype 

detection, perhaps removing the need for CT or AVS scans 

or at least delaying their use altogether while supporting 

clinical judgement. A mathematical model [14] of human-

computer interaction interface optimisation was constructed, 

and the problem is handled using a genetic algorithm with 

the visual communication index as the optimisation 

objective. The results demonstrated that the visual 

communication index of the optimised human-computer 

interaction interface has improved greatly as a result of 

using this strategy to optimise the design.The technology 

described in the study [15] employs sensors to continuously 

track the effectiveness of a tractor-implement arrangement. 

It monitors variables such as position, depth, speed, fuel 

consumption, and more. A unique power take-off torque 

sensor was part of the system, and it was all wired up to a 

microcontroller. Data was digitally saved and displayed on a 

touchscreen that was easy to use. When compared to manual 

measurements, testing aboard a tractor during field 

operations produced reliable findings with a maximum 15% 

inaccuracy. For researching tractor-implement interactions, 

this system is useful.The development of a Human Machine 

Interface (HMI) training package specifically for Industrial 

Automation Engineering Practical Courses were described in 

the publication [16]. The kit's development involved steps of 

analysis, design, development, implementation, and 

evaluation using the ADDIE methodology. The performance 

of the kit, which consists of HMI practise hardware and 

jobsheets, was painstakingly evaluated. It showed flawless 

precision in input/output parameters, engine control 

visualisation, buttons, sliders, output representation, and 

indicator lights. Experts in media and materials gave the kit 

overwhelmingly good reviews, praising its well-executed 

design, technical skill, and utility in real-world situations. 

Additionally, the majority of students' replies fell into the 

"very good" category, demonstrating the kit's success as an 

interesting and useful learning tool. The authors of this 

article [17] discussed the difficulty of modifying the 

electrooculography (EOG) signal categorization method 

used in assistive technology for persons with impairments. 

They provided a unique method for modelling the EOG 

signal mathematically then genetically optimising it using a 

multilayer neural network (MNN). In order to calibrate the 

interface, this optimisation seeks to identify unique 

maximum and minimum amplitude thresholds for EOG 

signals. In order to preserve system operation, the study also 

presents a method for addressing voltage threshold variance 

through the use of intelligent calibration every three 

minutes. This method optimises EOG signal parameters to 

personalise categorization and speed up the system, in 

contrast to conventional strategies that depend on machine 

learning and fuzzy logic with user-specific databases and 

training. The outcomes were illustrated using an HMI 

interface in which manipulator robot trajectory in a 

Cartesian space (X, Y, Z) is controlled by user eye 

movements. This article [18] provided an overview of the 

existing state, guiding design principles, and potential future 

developments for the vehicle interaction interface. The 

colour of the intelligent vehicle HMI interactive interface is 

examined by the neural network system (condition 

generating countermeasure network model) of visual 

recognition. In order to create an on-board HMI interactive 

interface that can be intelligently perceived in accordance 

with the analysis of the psychological cognition and 

behaviour operations of the automobile user, a correlation 

analysis of the human, vehicle, environment, and various 

interface elements is conducted. How the vehicle interactive 

interface can meet the expected physiological and 

psychological needs of the user more and improve 

operability is discussed. In this work [19], modified 3D-

VGG and 3D-ResNet models were developed. These models 

are an improvement over the current VGG and ResNet 

models. The models concentrate on data related to humans 

in videos that are recorded using the sensors of the HMI 

system. The information comprises the movement and 

location of the human skeleton and may be viewed as digital 

twin data. The suggested models are also end-to-end. The 

results of the studies demonstrate that both models are 

effective at identifying human motion. The model is capable 

of successfully producing skeletal data from video input. 

With the help of the digital twin data analysis, the human 

and the computer can communicate with the created 

information effectively. AnsEMG design acknowledgement 

framework was provided in this study [20] to control the 

myoelectric hand framework using sEMG for HMI with the 

help of neural systems. To extract the unambiguous data 

from the sEMG, six parametric element extraction 

algorithms are used, including the AR (Autoregressive) 

Burg, AR Yule-Walker, AR Covariance, AR Modified 

Covariance, Levinson Durbin Recursion, and Linear 

Prediction Coefficient. General Regression Neural Network 

(GRNN), Probabilistic Neural Network (PNN), and Radial 

Basis Function Neural Network (RBFNN) were used to 

illustrate the sEMG signals. For AR Burg features using 

RBFNN, the HMI system's response has a normal mean 

arrangement for improved accuracy. 

 

3. Present Work 
 

This study employs a ResNet deep-learning architecture 

along with VGG16-based feature extraction to enhance the 

Human-Machine Interface (HMI) model. By properly 

predicting sensor values and defining parameter ranges 

using supervised data learning, the main goal is to improve 

virtual management operations. The goal of the project is to 

enhance the HMI by creating a deep learning model based 

on ResNet that incorporates an effective and lightweight 

narrow architecture for maximum performance. The use of 

VGG16-based feature extraction, development of the 
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ResNet-enhanced HMI model, and adoption of a simplified 

narrow architecture to improve performance are among the 

main goals. This study employs a ResNet deep-learning 

architecture along with VGG16-based feature extraction to 

enhance the Human-Machine Interface (HMI) model. By 

properly predicting sensor values and defining parameter 

ranges using supervised data learning, the main goal is to 

improve virtual management operations. The goal of the 

project is to enhance the HMI by creating a deep learning 

model based on ResNet that incorporates an effective and 

lightweight narrow architecture for maximum performance. 

The use of VGG16-based feature extraction, development of 

the ResNet-enhanced HMI model, and adoption of a 

simplified narrow architecture to improve performance are 

among the main goals.  

 

Deep Learning (VGG16) Based Feature Extraction: 
Deep learning, a kind of machine learning, has transformed 

several industries by making it possible to automatically 

extract features from raw data. The crucial step of feature 

extraction involves transforming unprocessed data into a 

representative feature space that captures key patterns for 

subsequent operations. VGG16 is a well-known feature 

extraction architecture that excels in image analysis 

applications in particular because of its deep convolutional 

layers. The Simonyan and Zisserman-developed VGG16 

consists of 16 layers, the majority of which are 2x2 max-

pooling and 3x3 convolutional filters. Given an input picture 

I, the i-th layer's convolutional procedure may be 

mathematically described as: 

𝐹𝑖 = 𝑅𝑒𝐿𝑈 𝐶𝑜𝑛𝑣 𝑊𝑖 ∗ 𝐹𝑖 𝑖 − 1 + 𝑏𝑖  ……… (1) 

 

Where: 

 𝐹𝑖  is the output feature map of the i-th layer. 

 𝑊𝑖represents the learnable weights (convolutional filters) 

for the i-th layer. 

 𝐹𝑖 𝑖 − 1 denotes the feature map from the previous layer. 

 𝑏𝑖  is the bias term for the i-thlayer. 

 Conv is the convolution operation. 

 ReLU(x) is the Rectified Linear Unit activation function, 

which returns x if it's positive, and 0 otherwise. 

 

In order to induce non-linearity, the output of the 

convolutional process is subsequently sent through a ReLU 

activation function. The following is a representation of the 

max-pooling procedure, which downsamples the spatial 

dimensions while preserving critical information: 

 

MaxPool 𝐹𝑖 = Subsample(𝐹𝑖) ……… (2) 

 

where the process of choosing the highest value in each 

pooling window is called subsample. 

 

Hierarchical feature extraction results from the repetitive 

application of these convolutional and max-pooling layers in 

VGG16. Deeper layers extract sophisticated structures and 

object components, whereas earlier levels capture basic 

properties like edges and textures. The input image may be 

more easily understood and represented because to this 

hierarchy of characteristics. As a consequence of numerous 

layers of convolutional processes, ReLU activations, and 

max-pooling, VGG16-based feature extraction produces a 

succession of progressively abstract features that accurately 

reflect the original picture. These retrieved characteristics 

are essential for improving the efficiency of following tasks 

like object identification and picture categorization. 

 

Deep Learning ResNet Architecture: 

 

Deep Residual Networks (ResNets), which overcome the 

difficulties involved with training very deep neural 

networks, have become a key invention in deep learning 

architectures. Vanishing slopes and accuracy loss with depth 

are some of these difficulties. Residual blocks are a notion 

that the ResNet design introduces, allowing networks to 

grow substantially deeper while preserving or even 

enhancing performance. 

 

The mapping from input X to output H(X) in a traditional 

neural network may be expressed as: 

 

𝐻 𝑋 = 𝑓(𝑋,  𝑊 ) ……… (3) 
 

Where f is made up of many layers with teachable weights 

"W." ResNet's central idea is to reformulate this mapping as 

a residual function, which is denoted by the following: 

 

𝐻 𝑋 = 𝑓 𝑋,  𝑊  + 𝑋 ……… (4) 
 

It introduces the idea of the "residual" or "skip connection," 

which directly adds the initial input X to the output of the 

stacked layers. In order to suit the underlying mapping, this 

residual function is then learnt during training, thereby 

teaching the residual modifications needed to convert the 

input into the desired output. 

 

Mathematically, this can be expressed as: 

𝐻 𝑋 = 𝑓 𝑋,  𝑊  + 𝑋 ……… (5) 
 

Where X is the initial input, f(X,{W}) is the transformation 

of the stacked layers, and H(X) denotes the intended output. 

Due to the vanishing gradient problem being less of an issue 

with this residual formulation, gradients may more readily 

pass through the skip connections, assisting in the training of 

deeper networks. The identity block is a key element of the 

ResNet architecture, which also includes multiple block 

designs. The identity block comprises of two or more layers, 

each of which includes a skip connection, convolutional 

layers, batch normalisation, and ReLU activation.  

 

An identity block can be written mathematically as: 

𝐻 𝑋 = 𝑓(𝑓(𝑓 𝑋,  𝑊1  ,  𝑊2 ,  𝑊3 ) + 𝑋 ……… (6) 

 

where f is the identity block's convolutional operations, 

batch normalisation, and ReLU activations. 

 

In conclusion, the Deep ResNet design makes use of residual 

functions to allow for very deep network training. The 

inclusion of skip connections enables more effective training 

and encourages the growth of extremely complex neural 

network architectures, resulting in advancements across a 

range of computer vision tasks. The reformulation of the 

mapping as a residual function, boosting gradient flow and 

network depth, is the mathematical basis of the design. 
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Figure 1: Model of proposed methodology 

 

4. Methodology 
 

1) Dataset Preparation: Pre-processing and Loading of the 

CIFAR-10 Dataset.The CIFAR-10 dataset, containing 

60,000 32x32 colour pictures divided into 10 classes with 

6,000 images each, was imported. A training set and a 

testing set were created from the dataset. The following pre-

processing processes were used to aid model training: 

 Normalization: By dividing by 255, the image's pixel 

values were resized to fall between [0, 1]. 

 Resizing: To match the preferred input size for upcoming 

model architectures, the photos were downsized to a 

resolution of 128x128 pixels. 

 

2) Feature Extraction using VGG16: The downsized 

CIFAR-10 pictures (128x128x3) were used to extract 

features using a pre-trained VGG16 architecture. The latter 

architecture used the characteristics produced by removing 

the fully linked layers as inputs. 

 

3) Design of Lightweight Narrow Architecture: 

RESNET: Based on the RESNET architecture's guiding 

principles, a revolutionary lightweight narrow architecture 

was created. The design was developed with decreased 

computing complexity and efficient performance in mind. 

This architecture's input shape was 8x8x512, which was 

accomplished using feature aggregation and down sampling. 

Remaining blocks in the planned architecture enable deep 

network training while reducing vanishing gradient issues. 

To accommodate the given input shape, the architecture 

places an emphasis on parameter-efficient and depth-

restricted design. 

 

The architecture consists of the below mentioned Layers: 

 Input Layer: The input shape (8x8x512) is used to 

define the input tensor. 

 Layer 1:  

o Zero padding (3x3) is used. 

o A 2D convolutional layer is utilised, with a kernel 

size of (7, 7), and 16 filters. 

o ReLU activation and batch normalisation are used. 

o Max pooling is carried out with a pool size of (3, 3) 

and a stride of (2, 2). 

 Layer 2: Filters are used to apply a residual flow [16, 

16]. 

 Layer 3: Filters are used to apply a different residual 

flow [32, 32]. 

 Output Layer: The use of global average pooling 

reduces the spatial dimensions. To output class 

probabilities, a fully connected layer with a softmax 

activation is utilised. 

 Residual Flow:  

o F1 filter-enhanced convolutional layer, followed by 

batch normalisation and ReLU activation. 

o Batch normalisation is done after an F2 filter-

enhanced convolutional layer. 

o Implement a ReLU activation. 

 

4) Training and Evaluation 

 Training Options :The following alternatives were used 

to carry out the training process: 

 Optimization: Adam uses an appropriate optimizer to 

reduce the category cross entropy loss function. 

 Learning Rate: To strike a compromise between 

convergence speed and stability, a suitable learning rate 

(0.001) is used. 

 Batch Size: To accommodate the processing resources 

available, a batch size of 512 was chosen. 

 Epochs: A preset number of epochs, 15 in this case, are 

used in the training method iteration. 

 Evaluation Metrics: The following metrics were used to 

assess the lightweight narrow RESNET model: 

 Accuracy: The percentage of samples in the test set that 

were properly categorized. 

 Precision: the proportion of accurate positive forecasts to 

all occurrences of positive predictions. 

 Recall: The proportion of accurate forecasts to all 

occurrences of favorable outcomes. 

 F-score: The harmonic mean of recall and accuracy, 

which offers a balanced measurement. 

 Confusion Matrix: A matrix showing the numbers of 

accurate, erroneous, false positive, and accurate negative 

forecasts. 

 

5. Results 
 

The experimental stage gave us important information on 

how well the suggested ResNet-based HMI model with 

VGG16-based feature extraction performed. To assess the 

model's learning dynamics, the training and validation 

accuracies were rigorously watched over epochs. 
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Figure 2: Training and Validation Accuracy Trends 

 

Figure 2's training accuracy graph showed a steady upward 

trend, demonstrating the model's potential for change and 

improvement. Starting at 0.3, the training accuracy increased 

gradually over the course of the epochs, reaching a 

pronounced rise by the 14th epoch. This development 

demonstrated the model's prowess in identifying complex 

patterns in the training dataset. 

 

On the other hand, the validation accuracy graph showed 

moving patterns. The validation accuracy varied among 

epochs starting at about 0.2. A general rising trend 

highlighted the model's capacity to capture important data 

aspects, even while these fluctuations showed sensitivity to 

perturbations in the validation dataset. The disparate patterns 

still showed the difficulties in generalising across the 

validation sample. 

 
Figure 3:  Evaluation metrics of the proposed model 

 

The suggested ResNet-based HMI model performed very 

well across all assessment measures when combined with 

VGG16-based feature extraction. The model's capacity to 

accurately forecast virtual management processes is 

demonstrated by the accuracy, which was 91.61%. With an 

accuracy measure of an astounding 93.04 percent, there were 

few false positives. Recall also met accuracy at 91.61%, 

demonstrating the model's aptitude for identifying real 

positive examples. The model's overall performance in 

prediction tasks was confirmed by the F-score, a balanced 

measurement, which was 91.05%. These results demonstrate 

the successful integration of cutting-edge architectures and 

demonstrate the model's ability to precisely and effectively 

improve HMI procedures. 

 

Table 1: Evaluating parameters of proposed model 
Performance Parameters Proposed Method 

Accuracy 91.61 

Precision 93.04 

Recall 91.61 

F1 Score 91.04 

 

 
Figure 4: Confusion matrix 

 

Figure 4 shows the convergence and divergence between 

genuine labels and predicted labels. This visualisation 

provides a quick summary of how well the model predicts 

the results of virtual management. When labels are 

consistent, it means that the predictions were accurate; 

otherwise, it shows where the forecasts need work. This 

graphically compelling insight clearly demonstrates the 

model's predictive power and its potential to improve virtual 

management procedures. 

 
Figure 5: Model’s Precision Comparison 

 

Figure 5 compares the accuracy percentages attained by four 

different architectures—SimpleNet, AlexNet, GoogLeNet, 

and LightNet 10—in a condensed yet illuminating manner. 

The vertical axis clearly shows the accuracy of each 

architecture, while the horizontal axis neatly aligns the 

names of the relevant architectures. The different accuracy 
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levels between the designs are instantly apparent from this 

graphical representation. Starting with SimpleNet, which 

achieves a precision of about 65%, we observe a consistent 

increase in accuracy with each new design. Following suit, 

AlexNet makes a minor increase, recording an accuracy just 

above 70%. Then, Google Net makes a considerable 

improvement, increasing its precision to about 75% and 

demonstrating how well it lowers false positives. Most 

significantly, Light Net 10 outperforms the competition by 

exceeding the 80% accuracy benchmark. This demonstrates 

its exceptional accuracy in precise positive classifications, 

distinguishing it from other designs. 

 

 
Figure 6: F1- Score comparison of different architectures 

 

Three architectures—AlexNet, GoogleLeNet, and LightNet 

10—show significant performance differences when their F1 

scores are compared. With an F1 score little around 35%, 

AlexNet demonstrated a mediocre capacity for juggling 

accuracy and recall. With an approximate F1 score of 40%, 

Google Net showed improvement and its ability to produce a 

more balanced performance. 

 

However, LightNet 10 stands out as the top performance 

with an astounding F1 score of 91.04%. This demonstrates 

its exceptional ability to balance predicting genuine 

positives while minimising false negatives, making it the 

best at identifying important data elements. 

 

6. Conclusion 
 

To raise the Human-Machine Interface (HMI) paradigm, we 

set out on a revolutionary journey in this research. By 

combining the ResNet and VGG16 architectures, we 

strengthened the HMI's predictive capabilities, enabling 

precise sensor parameter predictions and speedy parameter 

range detection. Performance was further optimised with the 

addition of a lightweight narrow architecture, an essential 

component for real-world applications. 

 

Our comprehensive approach, which included a literature 

study, data analysis, and model construction, proved how 

effective it was. A thorough analysis that included criteria 

like accuracy, precision, recall, and F1 score highlighted 

how effective our model is at boosting HMI functioning. 

Notably, our research on the CIFAR-10 dataset 

demonstrated the usefulness of our suggested methodology. 

 

As we take stock of our accomplishments, it becomes clear 

that the marriage of deep learning systems with HMI has 

enormous promise. Our concept paves the way for a day 

when technology and human needs will coexist in an 

effortless way. It also improves accuracy and efficiency. Our 

contributions are expanded to real-world applications by the 

compact, lightweight architecture that was carefully planned 

for restricted technology. 

 

In conclusion, this research produces a comprehensive HMI 

model backed by a lightweight narrow design that makes use 

of the strengths of ResNet and VGG16 architectures. This 

study represents a significant step towards a more natural, 

effective, and harmonious connection between humans and 

robots; it is not simply about algorithms and structures. By 

closing this gap, we pave the way for game-changing 

applications in several industries and throw open the door to 

a more promising technological future. 
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