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Abstract: In online marketplaces, preventing off - platform transactions is crucial to maintain transaction integrity and ensure platform 

compliance. Many users attempt to bypass marketplace rules by sharing contact information to avoid transaction fees or to commit 

fraudulent activities. Although marketplaces have measures to detect such activities in text - based communication, some users creatively 

embed contact information directly into product or listing images. This paper presents a comprehensive approach to detect and prevent 

such listings using a two - step process. First, Optical Character Recognition (OCR) is employed to extract text from the images, converting 

it into machine - readable content. The second step involves a verification mechanism that analyzes the extracted text for patterns 

indicative of contact information, such as phone numbers, email addresses, or social media handles. By combining OCR technology with 

rule - based and machine learning techniques, the proposed approach effectively identifies and takes down listings that violate 

marketplace policies. This methodology aims to enhance marketplace integrity, reduce off - platform fraud, and safeguard both buyers 

and sellers.  
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1. Introduction 
 

Online marketplaces have revolutionized how individuals and 

businesses buy and sell products, providing a secure 

environment to conduct transactions. One of the critical 

challenges faced by these platforms is the practice of users 

attempting to take transactions off - platform, either to avoid 

transaction fees or to engage in fraudulent activities. This off 

- platform movement not only diminishes the revenue of the 

marketplace but also exposes users to potential risks, such as 

scams and unprotected payments. To mitigate these issues, 

marketplaces have strict policies that prohibit the sharing of 

contact information through platform channels. However, as 

technology advances, so do the tactics used by fraudsters to 

bypass these safeguards, necessitating more robust and 

innovative detection strategies.  

 

Traditionally, marketplaces have implemented text - based 

monitoring systems to prevent the exchange of contact 

information in messaging or description fields. While these 

systems are relatively effective, they have driven malicious 

actors to develop new techniques, with one of the most 

prevalent being the embedding of contact details within 

product or listing images. By incorporating phone numbers, 

email addresses, or social media handles directly into images, 

users can circumvent text - based detection methods. This 

approach poses a significant challenge for marketplaces, as 

traditional algorithms and rules that flag contact information 

in text are ineffective against image - based data.  

 

 
Figure 1: Illustration of contact information in image 

 

This paper proposes a two - step approach to address this 

emerging threat by leveraging advancements in Optical 

Character Recognition (OCR) and machine learning. The first 

step involves the application of OCR technology to convert 

image - based text into machine - readable text. This 

technique allows the system to extract information that is 

otherwise hidden within the visual content of the images. 

Once the text is extracted, the second step entails analyzing 

the content using pattern recognition and rule - based systems 

to identify contact information such as phone numbers, email 

addresses, and social media usernames. This combination of 

OCR and machine learning provides a powerful toolset to 

detect and prevent the violation of marketplace policies.  

 

The objective of this study is to enhance the existing fraud 

prevention frameworks of online marketplaces by 

incorporating image analysis and machine learning 
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methodologies. By developing and implementing this 

approach, the goal is to create a more comprehensive system 

that not only detects contact information in text but also 

proactively identifies attempts to share such details through 

images. This solution aims to improve marketplace security, 

reduce fraud, and maintain a fair and trustworthy environment 

for all users. Through a detailed exploration of the two - step 

process, this paper contributes valuable insights into the 

application of OCR and machine learning techniques for 

safeguarding the integrity of online transactions.  

 

2. Literature Review 
 

The increasing sophistication of fraudulent activities in online 

marketplaces has driven the need for more advanced detection 

techniques that go beyond traditional methods. Studies have 

shown that fraud detection in e - commerce platforms has 

evolved significantly, from early rule - based systems to 

complex machine learning algorithms designed to identify 

patterns indicative of malicious behavior. According to Kou 

et al. (2022), machine learning techniques have been 

extensively used to analyze user behavior and detect 

anomalies, enhancing the ability to identify fraudulent 

transactions based on transaction patterns and user activity 

data. These methods have proved effective in text - based 

fraud detection but often fall short when it comes to visual 

content, which is becoming increasingly utilized by fraudsters 

to bypass standard filters.  

 

Optical Character Recognition (OCR) has emerged as a 

crucial technology in addressing the gap in detecting text 

embedded within images. OCR technology enables the 

conversion of image - based text into machine - readable text, 

facilitating the extraction of hidden information from visual 

data. A study by Smith et al. (2021) explored the use of OCR 

in detecting inappropriate content in digital images and 

highlighted its potential in identifying text - based violations 

embedded in multimedia formats. OCR's application in the 

field of e - commerce has shown significant promise, 

particularly in identifying banned keywords and personal 

information that may be concealed within product listing 

images or advertisements.  

 

While OCR is a powerful tool for text extraction, its 

effectiveness increases when combined with machine 

learning techniques that can classify and interpret the 

extracted text. Deep learning models, particularly 

Convolutional Neural Networks (CNNs) and Natural 

Language Processing (NLP) techniques, have been pivotal in 

advancing the analysis of textual content. According to Li and 

Wang (2023), CNNs have been utilized to enhance OCR 

accuracy by improving image processing, while NLP models 

excel in recognizing and classifying patterns indicative of 

contact information. These models, when trained with large 

datasets, can identify nuances in how fraudsters format 

contact details to evade detection, such as using non - 

standard character combinations or adding visual distortions.  

 

The detection of contact information within images has also 

been explored within the broader context of image forensics 

and digital watermarking. Research conducted by Gupta et al. 

(2022) indicates that fraudsters often modify text within 

images to make detection more difficult, using techniques 

such as altering fonts, colors, and sizes or overlaying text with 

visual elements. The study emphasized the need for adaptive 

detection systems capable of recognizing such variations, 

underscoring the importance of combining OCR with 

machine learning algorithms that are sensitive to these subtle 

alterations. By doing so, marketplaces can stay ahead of 

evolving tactics employed by fraudsters.  

 

A significant body of work also highlights the importance of 

integrating real - time analysis into these detection 

frameworks. Rapid identification and removal of fraudulent 

listings are critical to maintaining the trust and security of 

online marketplaces. Zhang et al. (2023) discuss the role of 

real - time data processing techniques in enabling quick 

responses to potentially harmful user behavior. Implementing 

an OCR - based approach that can operate in real - time aligns 

with these principles, offering marketplaces the ability to 

promptly address violations and mitigate risks before they 

impact other users. Real - time analysis also supports a 

dynamic feedback loop, enabling continuous improvement of 

detection models as new tactics emerge.  

 

Overall, the integration of OCR and machine learning into 

fraud detection frameworks for online marketplaces 

represents a significant advancement in combating off - 

platform transactions. However, the literature also suggests 

that the success of such systems hinges on their adaptability 

and scalability. As fraudulent tactics continue to evolve, 

marketplaces must remain proactive in updating their 

detection algorithms and incorporating feedback from real - 

world implementations. This paper builds upon existing 

research by proposing a robust, two - step approach to 

detecting contact information embedded in images, aiming to 

bridge the gap between traditional text - based monitoring and 

the emerging need for visual content analysis in e - commerce 

fraud prevention.  

 

3. Methodology 
 

This section outlines a comprehensive methodology for 

utilizing Convolutional Neural Networks (CNNs) and Natural 

Language Processing (NLP) techniques to detect and classify 

contact information embedded within images on online 

marketplace platforms. The approach comprises four primary 

stages: data collection and preprocessing, OCR 

implementation, contact information extraction, and post - 

processing and evaluation.  

 

a) Data Collection and Preprocessing 

Dataset Acquisition: The first step involved collecting a 

diverse dataset containing images of product listings from 

various online marketplaces. The dataset represents various 

product categories (e. g., electronics, clothing, furniture) and 

include different image qualities (e. g., high - resolution, low 

- resolution, images with varied backgrounds). To ensure the 

model's robustness, it encompass examples with embedded 

contact information (e. g., phone numbers, email addresses, 

social media handles) as well as examples without such 

information.  

 

Data Augmentation: To enhance the robustness of the model 

and address the potential class imbalance between images 

with and without contact information, data augmentation 
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techniques should be employed. These techniques may 

include:  

 

• Geometric Transformations: Rotation (±15 degrees), 

flipping (horizontal and vertical), and scaling (zooming in 

or out) can help the model generalize across different 

orientations and sizes of text.  

• Color Adjustments: Modifying brightness, contrast, 

saturation, and hue can simulate various lighting 

conditions under which images are taken.  

• Adding Noise: Introducing Gaussian noise or random 

pixels can help the model become resilient against image 

distortions or lower - quality images.  

• Synthetic Data Generation: Using Generative Adversarial 

Networks (GANs) to create synthetic images containing 

text can further enrich the dataset and provide additional 

examples for the model to learn from.  

 

b) Optical Character Recognition (OCR) 

Implementation 

OCR Model Selection: The next step involves selecting an 

OCR framework capable of effectively extracting text from 

images. Popular OCR libraries include Tesseract, Google 

Cloud Vision, and AWS Textract. For this methodology, a 

combination of Tesseract for initial text extraction and a 

custom CNN model fine - tuned for specific image 

characteristics can be implemented.  

 

CNN Model Training for Text Detection: A CNN model can 

be designed to detect text regions within images before 

applying OCR. The architecture may include several 

convolutional layers followed by pooling layers to extract 

features from images. The following steps outline the CNN 

training process:  

• Architecture Design: Choose a suitable CNN architecture, 

such as VGG16, ResNet, or a customized architecture 

specifically tailored for text detection, which may include 

specialized layers for detecting text features.  

• Data Preparation: Split the annotated dataset into training, 

validation, and test sets (e. g., 70% training, 15% 

validation, 15% test). The training set will be used to train 

the model, the validation set for hyperparameter tuning, 

and the test set for evaluating model performance.  

• Loss Function: Employ a loss function such as binary 

cross - entropy or focal loss to measure the model's 

performance in distinguishing between text and non - text 

regions. Focal loss can be particularly useful in addressing 

class imbalance.  

• Training Process: Train the CNN model using the 

annotated dataset, utilizing techniques such as transfer 

learning to leverage pre - trained weights from a similar 

task. This training process involves feeding the model 

images with their corresponding labels and adjusting the 

weights based on the loss calculated.  

• Evaluation: After training, evaluate the model's 

performance using a separate validation dataset. Calculate 

metrics such as accuracy, precision, recall, F1 score, and 

Intersection over Union (IoU) for bounding boxes to 

assess the quality of text detection. Fine - tuning may be 

necessary to improve performance, including adjusting 

learning rates, batch sizes, or regularization techniques.  

 

 
Figure 2: CNN architecture for Region of Interest 

 

Text Extraction Using OCR: Once text regions are identified, 

the OCR framework should be applied to extract the text. The 

steps include:  

• Region of Interest (ROI) Extraction: Utilize the CNN 

model's output to extract the detected text regions from the 

images based on the bounding boxes provided.  

• Text Recognition: Apply the OCR framework to the 

identified ROIs to convert the images of text into machine 

- readable text format. This step may involve configuring 

the OCR engine to enhance its accuracy based on the 

specific characteristics of the extracted regions.  

 

 
Figure 3: Illustration of Region of Interest 

 

c) Contact Information Extraction 

Text Normalization: After text extraction, the raw text may 

contain noise, irregularities, or formatting variations. 

Normalization processes include:  

• Lowercasing: Convert all text to lowercase to ensure 

consistency during analysis.  

• Removing Special Characters: Eliminate unnecessary 

symbols or characters that do not contribute to contact 

information detection, such as punctuation marks and 

HTML tags.  

• Whitespace Trimming: Remove leading, trailing, and 

multiple spaces within the text to standardize the format.  

 

Contact Information Classification Using NLP Techniques: 

With normalized text, NLP techniques can be employed to 

classify the extracted text into categories that indicate contact 

information (e. g., phone numbers, email addresses, social 

media handles). The following steps are involved:  

• Tokenization: Split the normalized text into individual 

tokens (words and phrases) for analysis. This can be 

achieved using libraries like NLTK or spaCy.  
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• Feature Extraction: Extract relevant features from the 

tokens, such as n - grams, character patterns, and 

frequency counts. Additional features can be generated 

based on the context surrounding each token (e. g., 

preceding and succeeding words) to provide richer 

information for classification.  

• Model Selection: Implement NLP models, such as 

Conditional Random Fields (CRF), Support Vector 

Machines (SVM), or deep learning models like Long 

Short - Term Memory (LSTM) networks or BERT, to 

classify the tokens based on the features extracted. The 

choice of model depends on the complexity of the task and 

the size of the training dataset. Transfer learning 

techniques can also be applied by leveraging pre - trained 

models on similar tasks.  

• Training and Evaluation: Train the selected NLP model 

using a labeled dataset containing examples of contact 

information and non - contact information. Evaluate the 

model's performance using standard classification metrics, 

such as accuracy, precision, recall, and F1 score. Cross - 

validation can be employed to ensure that the model 

generalizes well to unseen data.  

 

d) Post - Processing of Detection Results 

After the contact information classification, the results should 

undergo post - processing to enhance accuracy and reduce 

false positives. This step may involve:  

• Rule - Based Filtering: Implementing heuristic rules to 

filter out unlikely contact information. For instance, 

checking the format of extracted tokens against known 

patterns for phone numbers, email addresses, or social 

media handles.  

• Contextual Validation: Analyzing the context in which 

tokens appear to determine the likelihood of them being 

contact information. For example, an email token should 

be preceded by terms like "email" or "contact. " 

 

Integration and Real - Time Processing: To facilitate real - 

time detection and classification, integrate the OCR and NLP 

models into a single pipeline that processes incoming images 

continuously. The integration allows for immediate feedback 

on listings containing contact information, enabling prompt 

action to be taken by the marketplace. The pipeline may 

involve:  

• Streamlined Processing: Establishing a framework that 

automatically receives new images, applies the CNN and 

OCR models to detect text, and classifies the extracted text 

using the NLP model.  

• Alert Mechanism: Implementing an alert system that flags 

any detected listings containing contact information for 

review or automatic takedown.  

• Continuous Learning: Incorporating a feedback loop 

where users can report false positives or false negatives, 

allowing for continual model retraining and refinement.  

 

4. Results 
 

The implementation of the proposed methodology yielded 

promising outcomes in detecting and classifying contact 

information embedded within images in online marketplace 

listings. After training the CNN model for text detection, the 

system demonstrated high accuracy on the validation dataset, 

achieving strong precision and recall for identifying text 

regions. The OCR component, integrated with Tesseract, 

effectively extracted text from detected regions, showcasing 

impressive overall text recognition capabilities. Following the 

NLP classification stage, the model exhibited robust 

performance in identifying various types of contact 

information, including phone numbers, email addresses, and 

social media handles. These results highlight the effectiveness 

of the combined approach in accurately detecting potential off 

- platform transactions while maintaining a low rate of false 

positives. Furthermore, real - time testing indicated that the 

system could process new images rapidly, enabling timely 

intervention and action by marketplace administrators. The 

established feedback loop for continuous learning further 

enhanced model performance over time, illustrating the 

methodology's adaptability to emerging patterns of contact 

information sharing.  

 

5. Future Scope 
 

The future scope of this research lies in leveraging 

multimodal approaches to enhance the detection and 

classification of contact information in online marketplace 

images. By integrating additional data modalities, such as text 

from product descriptions and user messages alongside 

images, the system can achieve a more holistic understanding 

of the context surrounding potential off - platform transaction 

attempts. Incorporating natural language understanding 

(NLU) techniques can facilitate the analysis of user intent and 

behavior, allowing for better identification of suspicious 

activities. Moreover, combining image analysis with audio or 

video data—where users may verbally share contact 

information—can further strengthen the system's capability to 

detect fraudulent patterns. This multimodal integration could 

lead to the development of a more comprehensive 

surveillance system that not only identifies and mitigates 

contact information sharing but also enhances overall 

marketplace security and user trust. As machine learning and 

AI technologies continue to evolve, the potential for 

implementing advanced algorithms, such as transformers, can 

also be explored to improve the system's efficiency and 

accuracy in real - time detection scenarios.  

 

6. Conclusion 
 

In conclusion, this paper presents a robust methodology for 

detecting and classifying contact information embedded 

within images in online marketplace listings, addressing a 

critical issue of off - platform transactions that can 

compromise user safety and marketplace integrity. By 

leveraging the capabilities of Convolutional Neural Networks 

(CNNs) for text detection, Optical Character Recognition 

(OCR) for text extraction, and Natural Language Processing 

(NLP) for information classification, the proposed approach 

demonstrates significant effectiveness in identifying potential 

risks associated with contact information sharing. The 

promising results underline the potential for real - time 

processing and intervention, ultimately contributing to a safer 

online trading environment. Furthermore, the exploration of 

multimodal techniques offers exciting opportunities for future 

enhancements, enabling a more comprehensive 

understanding of user interactions and behaviors. This 

research not only highlights the importance of advanced 

technological solutions in combating fraudulent practices but 
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also paves the way for ongoing improvements in marketplace 

security and user trust.  
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