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Abstract: The following paper provides a systematic review of Sentiment Analysis in Natural Language Processing from the 

preliminary rule of thumb to modern deep learning methods. The background, main milestones, and significant techniques are 

discussed: lexicon-based strategies, machine learning, and recent deep learning applications based on BERT and BERT-like models are 

described. The paper also identifies and elaborates on existing issues in Sentiment Analysis such as the handling of sarcastic remarks, 

sentiment that is context-sensitive, and problems related to some specific domains. We also look at the uses of Sentiment Analysis in 

various industries such as social networks analysis, protection of brand image, and stock market prediction. In addition, the paper also 

elucidates certain areas of contemporary development and the direction of the further development of sentiment analysis including 

multimodal sentiment analysis, explainable AI and integration of common-sense reasoning. This review summarizes the current state of 

the issues relating to Sentiment Analysis present and possible future developments in the field. 
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1. Introduction 
 

One of the subfields of Natural Language Processing, 

known as Sentiment Analysis has become a powerful tool to 

effectively get subjective information from the textual data. 

Sentiment Analysis also incorporates computational 

methods to determine positive or negative sentiments 

present in the text and other forms of subjective data [1]. 

Sentiment analysis has become deemed as crucial more than 

ever before due to the drastic increase in user-generated 

content on social media, reviews, and other forms of online 

interaction. As a result, this paper attempts to present the 

state and evolution of Sentiment Analysis with the usage of 

various AI approaches starting from rule-based and 

finishing with modern approaches based on deep learning. 

This paper try analyze the approaches used for the 

implementation of Sentiment Analysis, describe the existing 

issues, and consider possible advancements of this rapidly 

growing subject. 

 

2. Background of Sentiment Analysis 
 

Sentiment Analysis is another term originating from the 

context of the two related fields, which are text mining and 

opinion mining. Previous studies conducted in the earlier 

years of the millennium were targeting the detection of 

subjective as well as the classifier set of words in text [2]. 

Nevertheless, Sentiment Analysis came to be a specific field 

of research only in mid 2000s. 

 

Pang and Lee ‘s survey paper was path breaking that survey 

in which they have primarily collected earlier works and 

made Sentiment Analysis as a sub-branch of NLP [3]. They 

described the many uses of automated sentiment 

classification in different fields and thus attracted bigger 

attention of both academic and commercial circles. 

 

The importance of Sentiment Analysis quickly became 

apparent across multiple sectors: 

• Business: Organizations understood the importance of 

monitoring customer feedback, reviews, and mentions 

from the social media which would help them to know 

the perception that people have about the products they 

are offering [4]. 

• Politics: The stakeholders in political campaigns and 

analysis understood that Sentiment Analysis would help 

in monitoring the view of the public in political causes 

and candidates [5]. 

• Social media: Due to the publicity of social networking 

sites, there was a significant development in Sentiment 

analysis to measure the public mood and larger trends 

[6]. 

• Finance: Follows 2009, Sentiment Analysis adopted 

became the financial sector to potentially use the flow of 

the market with the news articles and social media 

sentiments [7]. 

 

These early applications laid down the theoretical and 

practical versatility of Sentiment Analysis. 

 

3. Evolution of Sentiment Analysis Techniques 
 

The evolution of Sentiment Analysis techniques is 

categorized into 3 main approaches: It has broadly three 

types namely lexicon, machine learning, and deep learning-

based respectively. The approaches delivered new 

capabilities and enhanced performance. 

 

3.1 Lexicon-based approaches: 

 

Based on this context, Lexicon-based methods were among 

the initial models applied to Sentiment Analysis. These 

methods are based on precompiled lists of nouns that are 

indicated in regard to the positive, negative or neutral 
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sentiment. Key developments in lexicon-based approaches 

include: 

 

SentiWordNet: An opinion mining lexical resource [8]. 

 

VADER (Valence Aware Dictionary and sentiment 

Reasoner): A rule-based SA tool designed for sentiments 

Analysis in Social Networking Service with specific focus 

on the sentiments expressed in twitter [9]. 

 

Despite their ease of interpretability and effectiveness, 

lexicon-based approaches fail to capture contextual 

sentiments and a specific domain’s words. 

 

3.2 Machine Learning approaches: 

 

Machine Learning (ML) methods in Sentiment Analysis 

also became widespread because of their ability to work 

with greater patterns given by the data. 

• Supervised Learning methods: Naive Bayes, Support 

Vector Machines, and Maximum Entropy classifiers 

were found useful for sentiment classification [10]. 

Usually they exploit bag-of-words or n-gram features to 

express text, thus enabling the methods to learn more 

intricate features than the lexicon-based methods. 

• Unsupervised Learning methods: The nature of the 

content was further studied using Latent Dirichlet 

Allocation (LDA) and other topic modeling techniques 

to understand the latent topic and their respective 

sentiments [11]. These methods enable the identification 

of patterns in the sentiment of huge text data without the 

need for prior training of the algorithms, which can help 

in understanding the structure of sentiment. 

 

3.3 Deep Learning approaches: 

 

Deep learning in sentiment Analysis witnessed improved 

performance of the applications. 

 

Recurrent Neural Networks (RNNs): LSTM networks and 

Gated Recurrent Units (GRUs) became popular because of 

their richness in the long-distance dependencies of the text 

[12]. They work well for sentiment analysis because these 

architectures can capture the dependency between the words 

and keep vital information over long sequences in the text. 

 

Convolutional Neural Networks (CNNs): Originally, 

created for image processing, CNNs are applied to textual 

analysis and demonstrated good results in capturing spatial 

dependencies in text [13]. In sentiment analysis, CNNs are 

able to learn relevant n-grams or phrases arising out of 

sentiments and irrespective of the position of the n-grams or 

phrases in the text. 

 

Transformer-based models: The novel structure of the 

Transformers [14], and the successive models such as BERT 

[15] and GPT [16] acted as a cornerstone in the evolution of 

SA, NLP. These models are trained generally on massive 

amount of text data and can then be trained well to fit on 

Sentiment Analysis jobs and outperform other models due 

to their ability to model contextual dependencies in text. 

 

Every one of the mentioned stages has contributed to much 

improvement in the success and complexity of trying to 

perform Sentiment Analysis on text, and going from very 

basic methods of just using words to complex models of 

trying to examine the actual capability of the human 

language. 

 

4. Current State-of-the-Art in SA 
 

Specifically, this paper focuses on the following as the 

current state-of-the-art in sentiment analysis: 

 

So far as architectures and solutions proposed are 

concerned, the current state of the art in SA remains 

predominantly devoted to the transformers and their 

derivatives. 

 

4.1 Transformer based models and their impact 

 

In the recent past, transformer models are the current go-to 

in many NLP tasks including but not limited to Sentiment 

Analysis. Key developments include: 

• BERT (Bidirectional Encoder Representations from 

Transformers):  It has been found successful in 

various NLP problems like Sentiment classification 

[15]. BERT poses more advantages in kindling better 

sentiment examination in acknowledgment of 

multifaceted linguistic landmarks. 

• RoBERTa(A Robustly Optimized BERT 

Pretraining Approach): An improvement of BERT 

that actually performs even better in terms of evaluation 

of sentiments of a text [17]. This model demonstrates 

that it possible to further optimize transformer-based 

architectures for a sentiment analysis. 

• XLNet: Proposed an autoregressive pretraining 

technique, which is a better approach than BERT for 

many tasks comprising sentiment analysis [18]. As to 

the advantages of XLNet over BERT, this technique 

slightly removes some weaknesses of the latter and 

might provide a more elaborate understanding of the 

sentiments. 

 

These models have led to a great improvement; realizing 

much more than eighty percent on better sentiment 

classification. For example, Sun et al. have introduced the 

policing for the SentiHood and SemEval2014 Task 4 

datasets. with the introduced BERT-based model [19]. 

 

4.2 Multilingual and cross lingual Sentiment Analysis 

 

Since the materials are accessible on the Internet, it is 

becoming important to blog in several languages, and 

therefore, MULTILINGUAL sentiment analysis has become 

rather relevant. Notable work includes: 

• Multilingual BERT (mBERT): As stated in [20], 

Pires et al. achieved zero shot cross-lingual sentiment 

classification. This is critical to the creation of a 

sentiment analysis model that is multilingual and does 

not require language-specific training data. 

• XLM-RoBERTa: Conneau et al proposed it which 

they claimed to be a multilingual model that was better 

than the previous approaches in the cross-lingual 

benchmarks [21]. This model may prove useful in 

enhancing sentiment analysis for multiple languages, 
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Culture dependent analysis, and so on, which makes 

this model a futuristic advancement for multi-lingual 

sentiment analysis. 

 

4.3 Aspect-based sentiment analysis 

 

At the aspect level, aspect-based sentiment analysis (ABSA) 

aims at the estimation of a given population’s stance 

regarding specific aspects or topic of the given entity 

thereby offering a more refined evaluation than sentiment 

categorization. Recent advancements include: 

• BERT-ADA (Aspect-based Domain Adaptation): 

Rietzler et al. [22] introduced a domain adaptation 

method for ABSA using BERT. This approach combines 

BERT’s pre-training with a fine-tuning of the model to 

certain domains, which helped improve the aspect level 

sentiment tasks in various domains. 

• RACL (Relation-Aware Collaborative Learning)-

BERT: Chen and Qian [23] proposed the new strategy 

for ABSA of using a multi-task learning network. In this 

way, this approach is training a number of the subtasks 

associated with ABSA and thusly enhancing the 

efficiency of aspect-based sentiment analysis. 

 

4.4 Emotion detection and further breaking it down to 

sentiment analysis 

 

Research has expanded beyond basic positive/negative 

classification to more nuanced emotion detection: There are 

not only simple positive or negative classification of the 

given text but also being more specific in identifying the 

emotions included there. 

• GoEmotions: Demszky et al., [24]. later presented a 

vast, high-level emotion dataset with seventy-two 

subcategories of emotion and these include joy, 

sadness, anger, disgust, approval, and surprise among 

others. Because of this dataset, it becomes possible to 

train much better emotion detection models that can 

recognize even more types of human feelings expressed 

in the text. 

• EmoNet: More large-scale work in this area was 

suggested by Abdul-Mageed and Un- gar [25]. For the 

given characteristics of the appraisal in the texts of 

social networks and blogs, EmoNet is intended to work 

in conditions of low-formality, context-sensitivity, and 

lexico-grammatical non-standardity of the emotion 

expressions. 

 

5. Challenges in Sentiment Analysis 
 

Despite significant progress, several challenges remain in 

Sentiment Analysis: 

 

5.1 Sarcasm and Irony Detection 

 

Sarcasm and irony are still difficult to identify when it 

comes to sentiment analysis because they are examples of 

the subtlety of language. Modern techniques, for example, 

contextual sarcasm detection with convolutional networks 

and LSTM, self-attention networks for irony detection laid 

down by Ghosh and Veale [26] and Tay et al. [27] attempt 

to embrace contextual information to detect these forms of 

expressions. 

5.2 Context-dependent sentiments 

 

The technique of sentiment analysis essentially requires a 

proper understanding of context. Static approaches are more 

rigid and do not comprehend the hidden consequences of the 

words that occurs in a given piece of text. Context is very 

important while analyzing the sentiment of the piece of text 

as the same words may have different connotations to them. 

The BERT-pair model described by Sun et al. [19] avoids 

this by training the model on the interaction between the 

two sentences, making the sentiment more context sensitive. 

 

5.3 Domain adaptation 

 

The second problem that was identified is that of poor 

portability where sentiment classifiers tend to do poorly on 

new domains of text that they have not being trained on. 

This method of sentiment classifiers is a problem when 

moving to a new domain where the features used are 

different from those the classifier has been trained on. 

 

Currently, there is a trend in techniques such as VADER 

Hutto and Gilbert [9] and Adversarial Domain Adaptation 

Du et al. [28] that are trying to develop models that will 

remain relevant in learning regardless of the domain. 

 

5.4 Handling multimodal data 

 

The advanced usage of multimedia content in more and 

more communication channels requires the SA methods 

that address the multiple data modality. Multimodal 

Transformers Rahman et al. [29] also brought a shift in this 

regard and allowed working with text, image, and audio 

data in sentiment analysis. 

 

6. Applications of Sentiment Analysis 
 

Sentiment Analysis finds applications in various domains: 

• Social media monitoring: Hootsuite tools use 

sentiment analysis for real-time social media 

monitoring allowing organizations to constantly track 

sentiments on different social sites and adjust to new 

trends or problematic topics [30]. 

• Brand reputation management: RepTrak uses 

sentiment analysis to measure corporate reputation 

which can support the improvement of reputation 

management by tracking people’s attitudes in the 

available channels [31]. 

• Customer feedback analysis: Companies like Amazon 

and Airbnb use sentiment analysis to automatically 

categorize large batches of customer feedback and 

respond to customer reviews more efficiently. [32]. 

• Political opinion tracking: These include using 

sentiment analysis in the voting prediction where 

people’s sentiments on social media and other 

interactive platforms are identified. Several studies have 

used sentiment analysis to predict election outcomes 

[5][33]. 

• Financial market prediction: In corporate world 

context, sentiment analysis is applied where the social 

media sentiment is used to predict the financial markets. 

Bollen et al. demonstrated that Twitter sentiment can 

predict stock market trends [7]. 
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7. Future Directions in Sentiment Analysis 
 

Several promising directions are emerging in Sentiment 

Analysis research: 

• Integration with common sense reasoning: By 

embedding common sense knowledge into sentiment 

analysis models, it attempts to give contextual 

understanding and nuanced interpretation of text. Ma et 

al. (2018) suggests integrating ways to perform 

common sense reasoning in order to gain more human 

like perception of sentiment in high inferential contexts 

[34]. 

• Explainable AI in sentiment analysis: It is important 

to build AI systems that not only predict sentiment but 

also explain why they did so for purposes of creating 

trust and understanding with AI systems. Work of 

Ribeiro et al. (2016) on making sentiment analysis 

models more interpretable so that users can understand 

which factors affect the predictions of sentiment [35]. 

• Real-time sentiment analysis in streaming data: 

Sentiment analysis on high volume, high velocity data 

streams is becoming an increasingly critical need for 

techniques in the age of big data. Such applications 

require the real time development of sentiment analysis 

methods. 

• Multimodal sentiment analysis: More generally, it is 

an emerging area of research on integrating text, audio, 

and visual cues for the purpose of more accurate 

sentiment prediction. As the world dives deeper into 

video content and multimedia communications, Poria et 

al. (2017) suggested it would be useful to combine 

several modalities to not only obtain a more 

comprehensive perspective on sentiment, but also one 

which better fits a discussion [36]. 

• Ethical considerations and bias mitigation: More 

importantly, working to correct for the biases of 

demographics and culture in sentiment analysis models 

is necessary to guarantee that people, regardless of their 

demographic or cultural backgrounds, are analyzed 

honestly. In this direction, attempts at enhancing the 

existing models and datasets to reduce bias in sentiment 

analysis systems can be designed. 

 

8. Conclusions 
 

Consequently, it is worth discussing that the ways and 

means of performing Sentiment Analysis has changed from 

simple rule-based classifications towards state-of-the art 

Deep Learning methods. Today, there are still many 

difficulties, regarding, for example, the context, irony, and 

domain adaptation, but the development of the field is fast.  

Other next-generation successors of these research areas 

encompass multimodal analysis, explainable AI, and bias 

reduction, which will enable the improvement of Sentiment 

Analysis in the future. 

 

With daily growth of social media and consumption of 

augmented content, the role of Sentiment Analysis in 

capturing the sentiments of populations, enhancing 

customers’ satisfaction, and optimization of decisions in 

different fields will be more imperative. The combination 

of Sentiment Analysis with other advanced AI tools is quite 

promising for the development of a more accurate way of 

understanding feelings and opinions of people reflected in 

the texts. 
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