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Abstract: This research addresses the challenges of sparsity and uncertainty in user-product interaction data by integrating fuzzy logic 

with collaborative filtering. The proposed fuzzy CF framework utilizes cosine similarity metrics and triangular membership functions to 

refine similarity scores and predict ratings for unrated items. Experimental results demonstrate that while the fuzzy CF system slightly 

increases RMSE, it significantly enhances recommendation coverage, making it robust in sparse data scenarios. The findings suggest 

that fuzzy logic effectively complements traditional CF methods to improve recommendation quality and coverage.  
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1. Introduction 
 

Personalized recommendation systems improve user 

satisfaction through the offering of relevant product 

suggestions in e-commerce environments. Among the 

approaches to generating recommendations, collaborative 

filtering (CF) remains one of the most widely adopted 

methods. However, CF faces significant challenges such as 

sparsity, cold-start problems, and an inability to account for 

uncertainty in user preferences. Fuzzy logic has been a very 

promising way of dealing with uncertainty, demonstrating 

the potential to model user-item relationships and improve 

recommendation systems. 

 

This, when integrated with FIS, leads to the fuzzy CF 

approach, combining user-based and item-based CF to 

enhance the quality of recommendations. As an extension of 

previous work on fuzzy-enhanced CF by Amatriain et al. 

[10] and others [6]-[8], the work addresses both sparsity and 

uncertainty challenges. The triangular membership 

functions, discussed in [9], will permit the fuzzy inference 

system to handle the uncertainty inherent in user preferences 

efficiently. This choice is a compromise between 

computational efficiency and the need for nuanced modeling 

of input variables. 

 

This study uses Python libraries such as Pandas for data 

manipulation, scikit-learn for similarity computation, and 

scikit-fuzzy for fuzzification. In this work, the experiment 

uses the e-commerce dataset from Kaggle [4], which 

contains user reviews and product ratings. This has been 

used to build the user-item interaction matrix for evaluating 

the proposed recommendation framework. 

 

2. Literature Survey 
 

Collaborative filtering (CF) has been a cornerstone of 

recommendation systems, though the limitations, such as 

sparsity and cold-start issues, have motivated people toward 

hybrid approaches. In [1][2], Breese et al. [7] analyzed 

predictive algorithms for CF, emphasizing scalability and 

robustness. 

 

Hybrid recommender systems emerged as a response to 

these challenges, combining multiple techniques for a 

broader predictive accuracy and adaptiveness [9]. Fuzzy 

logic, introduced by Zadeh [3], has proven particularly 

effective in handling uncertainty, making it a promising 

addition to recommendation models. Mendel [6] showed that 

a fuzzy system is robust when the data is noisy, while Gower 

et al. [5] applied fuzzy clustering to reduce the sparsity in 

user-item interaction. 

 

Shambour and Lu [8] further extended the concepts by 

incorporating semantic information into multi-criteria CF 

and tried to handle more complicated user preferences. 

These techniques suffer from the problems of scalability and 

high computational loads very frequently. Based on these 

developments, the present work incorporates fuzzy logic into 

CF by using cosine similarity along with triangular 

membership functions to extend the system's predictability 

and coverage. 

 

3. Methodology 
 

The hybrid recommendation system in this paper integrates 

collaborative filtering with fuzzy logic. The methodology 

consists of the following sections: data preprocessing, 

similarity computation, fuzzy logic modeling, and 

evaluation. 

 

3.1  Dataset 

 

The dataset used for this study was sourced from Kaggle and 

contains user reviews and product ratings from an e-

commerce platform [4]. Used attributes are user IDs, product 

IDs, and their ratings. The dataset provides a diverse 

representation of user-product interactions, making it 

suitable for building and evaluating recommendation 

systems. Due to its sparsity where many users rate only a 

small subset of products the dataset poses challenges that the 

hybrid approach aims to address [2]. 
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Figure 1: Dataset 

 

3.2  Data Preprocessing 

 

• User and Rating Processing: The user_id field is split 

into separate rows to handle concatenated entries. 

• Rating Normalization: Ratings are converted to numeric 

values, with non-numeric entries removed. 

• Aggregation: Duplicate (user_id, product_id) pairs are 

aggregated using the mean rating. 

• User Filtering: Only users with at least two ratings are 

retained to ensure meaningful similarity computations. 

 

3.3  Similarity Computation 

 

Cosine Similarity is widely used in recommender systems 

due to its computational efficiency and the capability of 

operating with sparse data sets [1]. It calculates user-user 

and item-item similarities. Compared to other metrics such 

as Euclidean or Manhattan distances, Cosine similarity has 

proven to perform consistently well on sparse data [9]. In the 

system that will be described, it is used to compute the 

similarity matrices forming the basis for CF: 

• User Similarity: The similarity of users is a measure 

that depends on how closely they are related through the 

rating given to the common items. User-user similarity 

is computed by treating each user as a vector in multi-

dimensional space, where each item corresponds to a 

dimension. Missing ratings are considered as zeros to 

maintain computational consistency. The cosine 

similarity metric determines the angle between these 

vectors, giving a measure normalized between 0 and 1. 

• Similarity of Items: Item similarity considers the 

similarities of products from the ratings given by users. 

Much like in the case of user-user similarity, the item-

item similarity matrix is calculated by transposing the 

user-item interaction matrix and considering every item 

a vector. In this way, the method can ensure consistency 

regarding sparse data. 

 
Figure 2: Cosine similarity 

 

• Construction of Matrices: Both these similarity 

matrices are stored and then utilized to find the most 

similar users or items for any target user or item. 

 
Figure 3: User-Item Matrix 

 

3.4  Fuzzy Inference System (FIS) 

 

The fuzzy inference system builds on previous works [6][8] 

that takes a triangular membership function to represent 

input and output variables. The fuzzy inference system 

refines similarity scores and predicts ratings for unrated 

items. The FIS includes:  

• Fuzzy Variables: Antecedent variables: aru (user-user 

similarity) and aru (item-item similarity). 

• Membership Functions: Triangular membership 

functions model the input and output variables: aru, ari 

(Low, Medium, High) and rating (Very Low, Low, 

Medium, High, Very High) 

 

 
Figure 1: Antecedents (ARU, ARI) 

 

 
Figure 1: Consequent (Rating) 

 

• Fuzzy Rules: Examples include: If aru is Low and ari is 

Low, then rating is Very Low. If aru is Medium and ari 

is Medium, then rating is Medium. If aru is High and ari 

is High, then rating is Very High. 

• FIS Implementation: The scikit-fuzzy library is used to 

define and simulate the fuzzy control system. 

 

3.5  Recommendation Generation 

 

Predictions for unrated items are done based on the K most 

similar users or items, depending on pre-computed cosine 

similarities. The prediction involves: 

• Similar Users or Items Identification: For a given target 

user, the K most similar users are identified from the 

user similarity matrix, then aggregate the ratings of those 

similar users for the target item to predict the target user 

rating. 

• The calculation of ARU and ARI: Computes the average 

rating of similar users for the target item (aru) and the 

average rating of the target user for similar items (ari). 

These two values are fed as input into the FIS. 

 
Figure 4: Aggregation of Similarities 
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• FIS-Based Prediction: The computed aru and ari values 

are input into the fuzzy inference system. The system 

evaluates the fuzzy rules and makes a prediction of the 

rating for the target item. 

 

 
Figure 5: Predicted Rating Using Fuzzy Inference System 

 

• Fallback Mechanism: The system falls back to using the 

average rating of the target item for robustness if 

similarity scores are inadequate, or if the FIS cannot 

make a prediction. 

• Error Handling: The preprocessing handled such 

computational errors as missing similarity scores and 

division by zero using either global or item-level 

averages. 

 

4. Results  
 

4.1 Comparison: Fuzzy CF vs. Simple CF 

 

While the Classic CF recommended less than 1%, the Fuzzy 

CF system was able to provide recommendations for 42% of 

the unrated items of a given user. The broader coverage 

hereby demonstrates the ability of the fuzzy CF system to 

provide comprehensive and personalized suggestions, even 

in sparse data environments. 

 

Thus, though slightly higher than in traditional CF, the 

RMSE values remain within reasonable bounds, which 

assured that a reasonable prediction accuracy was achieved 

with the fuzzy CF. Furthermore, the results confirm broader 

recommendation coverage, pointing to the practical utility of 

the fuzzy CF approach as well. 

 

4.2  Evaluation 

 

The system’s performance is measured using Root Mean 

Squared Error (RMSE) between actual and predicted ratings. 

Table~\ref{tab:metrics} summarizes the results for different 

values of K: 

Table 1: RMSE   comparison 
 Fuzzy CF CF 

k=5 0.264069 0.0369336 

k=10 0.264175 0.0372622 

k=20 0.264175 0.0372622 

 

 

These results indicate that while the fuzzy CF system has a 

slightly higher RMSE, it effectively provides broader and 

more comprehensive recommendations, which is critical for 

real-world e-commerce applications. 

 

 
Figure 6: Predicted products for random user Id 

 

5. Conclusion 
 

This study demonstrates that integrating fuzzy logic with 

collaborative filtering can address significant challenges in 

recommendation systems, such as sparsity and uncertainty. 

By leveraging fuzzy inference systems, the approach 

enhances recommendation coverage, making it highly 

practical for real-world applications. Future studies could 

refine this framework further by incorporating external data 

sources and optimizing membership function parameters.  
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