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Abstract: Background/Objectives: To provide a framework for improving the classification of customer reviews on products. 

Methods/Statistical Analysis: We propose an integrated framework for classifying the customer reviews based on the textual analysis with 

constraint-based association rules using ontology. It involves preprocessing the customer reviews including symbols and handling feature 

extraction. An improved K-Means algorithm with ontology is proposed to consolidate the reviews based on textual analysis method to 

handle reviews that represent at least one feature of the product. Findings: The empirical results reveal that the accuracy of the system 

increases with the use of ontology and modified K-Means algorithm, improving overall performance of the recommendation system. 

Combining preprocessing and ontology considerably improves the accuracy of classification of customer reviews. 

Applications/Improvements: The proposed approach can be used to recommend product based on users’ review. 
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1. Introduction 
 

In the knowledge society, the products are purchased by 

customers based on the previous reviews of the products 

given by users’ through social networks such as Facebook, 

Twitter and other forums. For instance, Amazon1 provides a 

recommendation about their products and about 20% of the 

sales in Amazon are triggered by the reviews on the 

recommendation systems. However, the users’ may need 

independent recommendation systems. The real challenge in 

categorizing the reviews based on the users’ point of view is 

to analyze the sentiments conveyed in the reviews. Sentiment 

analysis is carried out with the sentence used by the reviewer 

to propose their views. Also, symbols like “smiley” play an 

important role in sentimental classification system. 

 

In2 proposed a News recommendation technique utilizing 

real-time Twitter data as the basis for ranking and 

recommending articles from a collection of simple 

syndication feeds. It is found that the users’ with more friends 

tend to benefit more. In3 explored three separate dimensions 

in designing a recommender: content sources, topic interest 

models for users’, and social voting. They have demonstrated 

that both topic relevance and the social voting process were 

helpful in providing recommendations. 

 

As the number of reviews given by users’ is large and they 

have only few sentences containing opinions on the product 

it becomes hard for a potential customer to read them to make 

an informed decision on the purchase of product. Another 

study4 suggests mining the product features commented by 

customers in their review and then identifies the opinion of 

each review. 

 

Thus, we are in need of a system which automatically 

provides the recommendation from all available resources. 

Automated systems are meant to automate analysis, 

summarize the given reviews and classify them according to 

the sentimental view of the text. Text mining is an inter- 

disciplinary method used in different fields like machine 

learning, information retrieval, statistics, and computational 

linguistics. Web mining is a sub-discipline of text mining 

used to mine the semi-structured web data in the form of Web 

Content Mining, Web Structure Mining and Web Usage 

mining. Opinion mining also called senti- ment analysis 

which is a process of finding user’s opinion about a particular 

topic or a product or problem. For a product manufacturer, 

there are additional difficulties because many merchant sites 

may sell its products, and the manufacturer may produce 

many kinds of products. In5 proposed a work on opinion 

mining using Machine Learning techniques for text 

classification and gives an overview on linguistic resources 

required for sentiment analysis. A method is proposed6 to 

mine attributes from book reviews by identifying book 

features mentioned in the review text. This process identifies 

a set of coordinates for every book and user and measures the 

values corre- sponding to the global term frequency-inverse 

document frequency (tf-idf) for each of the feature tag words. 

Some other research studies have developed visualization 

tech- niques to assist with the identification and evaluation of 

keywords, patterns and emotive categories7. 

 

In8 authors proposed a system for predicting the users’ 

interests based on the relevant feedback system. In this paper, 

fuzzy classification is used to classify the user’s inter-applied 

Heuristic search-enhanced Markov blanket model together 

with SVM for opinion mining from online text. 

 

An enhanced K-Means algorithm16 was conveyed to evaluate 

the newly evolved user groups. It also shows the group 

formation of users and the way they are grouped among 

themselves. Another work proposed in17 discussed about the 

summarization of online reviews based on user preferences. 

In this work, the author explains about the relevance feedback 

mechanisms that are implicitly given by the users during their 

purchase. The same kind of work is discussed in18 to show the 

ranking of reviews based on the comments of users. They 

rank the user reviews by using the weight factor of the words 

in the user reviews. Thus, the reviews are clustered not only 

based on the sentence formation but also based on the 

sentimental anal- ysis of the words usage. Here, in section 2 

we discuss about Amazon dataset. Section 3 deals with the 
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architecture of the clustering system. Section 4 explains the 

implementation details. Finally, section 5 depicts the results 

and evaluation of the proposed system and shows the better 

clustering way to improve the recommendation systems. 

 

2. Dataset 
 

It also explains the approach for ranking the users’ interest. 

Human input however plays an important role in sentimental 

analysis. This can include approaches that rely on human 

interaction as part of the initial identification of feature from 

content, as well as methods that use human interaction as a 

tool of evaluating the results of algorithm- based methods to 

produce these results9,10. Techniques to summarize and 

categorize data are still largely dependent on human 

evaluation to generate meaningful results and will likely 

remain so for the foreseeable future. 

 

In11 used Naive Bayes (NB) and reported that NB gave the 

best result to restaurant reviews and obtained 83.6% accuracy 

on more than 6000 documents. The approach in12 was based 

on lexical WordNet together with NB, Support Vector 

Machines and decision tree for sentiment classification. They 

reported a performance accuracy of greater than 75%. 

 

Sentiment classification approach based on latent semantic 

analysis (LSA) to identify product features was adopted by13 

and proposed a system called a movie-rating and review-

summarization system in a mobile environment. In14 

proposed TF-IDF weighting schemes combined with SVM 

classifier. This solution achieved a significant improvement 

over the previous study. In15 proposed an Amazon is the one 

of the most popular commercial network sites all over the 

world. It sells books, music, electronics, household items and 

other human needed things. The customers review on 

products and the overall ratings given by them are published 

on the product page. We crawl the ratings given by the 

reviewers and link the words with the review and group them 

according to 5 different categories. Users in this dataset have 

social relationships based on the products they buy in the 

sites. We have crawled nearly thousand users’ circles of 

friends and their ratings from December 2010 to March 2015. 

We first collected review of active users in Amazon, who give 

more than five reviews for different books and also check the 

origin of the user. We then further crawl these users’ friends 

to build region-wise sub-networks of Amazon. Except the 

user without rated history (at least one rated item) and friends 

(at least one friend), the dataset consists of ratings from users 

who rated a total of nearly 1,00,000 books. 

 

3. System Architecture 
 

The architecture of the proposed system is shown in Figure 1. 

The reviews from the data set are crawled and stored in the 

database. We store the review data based  

 
Figure 1: Overall System Architecture 

 

on the products and features of products in the database. The 

operations on data start from the preprocessing step which 

includes stop word removal and stemming. Stop word 

removal is the linguistic process used to remove words such 

as prepositions, which reduces the operating space for 

processing the reviews. After carrying out stop word removal 

we improve our preprocessing to identify review features and 

the other symbols used in the reviews as some reviews may 

have smiley’s like ‘: )’ and in some it would be separated by 

‘:’ and ‘)’ which is not needed. But when the symbols appear 

together it can be taken as a smiley. To implement this we 

make our system learn about the types of symbols. The next 

preprocessing step is stemming which removes the suffix like 

‘ing’, ‘ful’, ‘ness’ etc., from the root word. But we consider 

the suffixes for feature review generation. For example, a 

stem word ‘friend’ could be mentioned as ‘friendly’ and 

somewhere the same word could be mentioned as 

‘friendliness’. If only the stem word is taken after stemming 

it provides a positive kind of view for both the cases. We use 

the stemming process to understand the meaning of the root 

word. After stemming, we extract the frequent word from the 

reviews. All the reviews will have some common words like 

good, beautiful, etc., which we group into positive and 

negative reviews. 

 

Ontology generation is used to generate a concept map- ping 

between the review contexts. In general, reviews are 

categorized as positive, negative and neutral. But the words 

which related to that particular category are mapped using 

ontology in a hierarchical manner. For example, ‘informative’ 

is a word in the review which gives the positive thought 

mapped under the positive review. The ontology improves the 

accuracy by refining the attributes. 

 

We use the hierarchical review clustering which comprises of 

two components, sentiment analysis of word or symbols and 

K-Means Clustering algorithm. In this sentiment analysis, 

rule generation and classification are done. We classify the 

features of the products based on sentimental words in used 
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in the text and also, we measure the level of reviewers based 

on the quality of their past reviews. The context between their 

reviews is com- pared with the use of ontology mapping 

concepts. Review context is classified by using the concept 

mapping of ontology. We use modified K-Means algorithm 

to classify the review with ontology mapping. 

 

A review context R contains a set of attributes which we 

consider as classes root word and is only for understanding 

the base meaning of the comment but not evaluating the 

reviews of the user. Then, we perform the frequent word 

extraction to retrieve the frequent occurrence words in the 

reviewers comment. Here, Euclidean distance metrics is used 

to evaluate the similarity between the words. When compared 

to tf-idf, Euclidean can able to find the similar sentences in 

the overall comments of the reviews. It also helps to find the 

similarity in multi-dimensional words in bag of words. 

 

In general, the equation which is used to find the distance 

between two vectors in n-dimensional space is D 

D2(a, b) = (a1 – b1)
2 + (a2 – b2)

 2 +...+(an – bn)
2  (1) 

 

The modified K-Means algorithm is summarized as:

  

 

1) The review context set, S = {s1, s2, sn}, where every si is 

considered as an attribute. 

 

If si belongs to the correct class 

si ∈ S 

else 

si is an outlier delete si from S 

 

2) Create a new database, D = {p1, p2, ......... pm}, where 

every pi is considered as a point 

 

3) For every point pi from the original set, identify the si 

based on points in new database 

• If pi is an absorbed point, then retain pi in D 

• If not, then remove pi from D and add it new database 

of prototypes 

 

4) Proceed with all elements in the original set. 

 

5) Repeat steps 3 and 4 until no new concepts are added. 

 

Once the classification is carried out for both symbols and 

context, the summarization is done based on the classified 

data. The improved algorithm provides better results as the 

Section 5 reveals it. 

 

Implementation and Results 

 

As a case study to illustrate our proposal the data set. 

 

crawled from Amazon is taken as a review database for our 

experiments. It consists of about 100 thousand but the 

 

quality of the reviews is not satisfactory. We filtered the 

reviews and extracted 15,000 complete reviews for the books. 

The reviews are given as input to the preprocessing stage. In 

preprocessing, stop word removal and stemming process is 

carried out. Null stemmer is used for stemming the words and 

processed without the stop word removal. Here, most of the 

words are adjective types because the reviews mostly describe 

the content of the product. With respect to books the 

reviewers comment more on the book quality by the way it 

describes the subject and the way it is organized. As already 

discussed, stemming is to find the n  i  i i 1 

 

K- Means Clustering 

The hierarchical structure of the review comments is 

generated from the protege tool. Weka tool is used to cluster 

the data based on the sentence similarity of the comments. All 

the reviews (12,75,725) given to our system to cluster them 

into groups. First, the instances are created for the given 

reviews using ontology. From nearly ten lakh reviews the 

2000 instances are created. From these 1353 (67.65 %) 

instances that are helpful for clustering the reviews are 

extracted and made as a label. The accuracy of the clustered 

instances are verified by the following methods 

• Mean Absolute Error (MAE), 

• Root Mean Squared Error (RMSE) 

• Relative Absolute Error (RAE). 

 

Mean Absolute Error (MAE) 

MAE is the average of the absolute errors, where f i is the 

prediction and yi is the true value. For our instance of data we 

have identified that the mean absolute error rate is 0.32. 

 

  
 

Root Mean Squared Error (RMSE) 

RMSE is the average of the square of all the error. RMSE 

identifies a large number of errors compared to MAE. 

 

 
RMSE has improved the identification of error rate when 

compared to MAE. Here, the identified error rate 0.5535 

whereas in MAE is 0.32. 

 

3. Result Analysis 
 

We cluster the instances according to the features that appear 

in the reviews. Reviews are generally taken as sen- tences that 

are context attached to a single word which gives the meaning 

of entire review. For instance, the review for book may be 

“book quality is good, more informative, lots of examples”. 

In this review “book quality is good” gives the same meaning 

as “book is good”. We get the same meaning but the first one 

insists the book quality and second says about book in 

general. Here, the quality word cannot always act as a positive 

review because if we mention bad instead of good then it 

becomes a bad review. To handle such contradicting issues 

we create instances for the reviews using ontology that helps 

in classifying the reviews properly. 

 

We carried out the following analysis 

• Effectiveness of preprocessing. 

• Effectiveness of instance creation using ontology. 
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• Effectiveness in true positive rate and false positive rate. 

• The accuracy of classification based on the reviews. 

 

The results obtained for our case study is given in Table 1, 

Table 2, Table 3 and Table respectively. 

 

Table 1: Result analysis for Positive and Negative reviews 

without performing preprocessing and ontology 

Class 
True 

Positive 

False 

Positive 
Precision Recall 

F-

measure 

Positive 0.479 0.663 0.419 0.479 0.447 

Negative 0.337 0.521 0.392 0.337 0.545 

 

Table 2: Result analysis for Positive and Negative reviews 

after performing preprocessing steps and without ontology 

Class 
True 

Positive 

False 

Positive 
Precision Recall 

F-

measure 

Positive 0.568 0.516 0.523 0.568 0.618 

Negative 0.484 0.432 0.528 0.484 0.363 

 

When we compare Table 1 and Table 2, F-measure, Precision 

and Recall rates are significantly higher in Table 2 than Table 

1. It is because of performing preprocessing steps for the 

crawled dataset. 

 

Table 3: Result analysis for Positive and Negative reviews 

with ontology instances without performing preprocessing 

steps 

Class 
True 

Positive 

False 

Positive 
Precision Recall 

F-

measure 

Positive 0.686 0.535 0.561 0.686 0.505 

Negative 0.465 0.314 0.596 0.465 0.523 

 

Table 4: Result analysis for Positive and Negative reviews 

with preprocessing steps and ontology instances 

Class 
True 

Positive 

False 

Positive 
Precision Recall 

F- 

measure 

Positive 0.814 0.461 0.638 0.814 0.716 

Negative 0.539 0.186 0.743 0.539 0.625 

 

The results show that the performance of the system is better 

when we use preprocessing and ontology concept generation 

together. The results reveal that the true positive rate increases 

in prediction with ontology and preprocessing steps. The 

other performance features also shows a significant increase 

leading to better prediction. 

 

4. Conclusions 
 

The developments in Information and Communication 

Technology (ICT) have increased the growth of customer 

reviews on products due to sheer volume. It remains a 

challenging task to classify the reviews given by customers 

for same or different products. In this paper, we propose a 

new integrated framework by which we consolidate the 

reviews given by different users based on the features the 

buyer wants. The approach also provides a view for 

manufacturers in predicting the future expectations of their 

customers. Textual analysis techniques are used to recognize 

the symbols, stickers, and smileys used by the user while 

expressing their reviews. We deploy ontology along with 

modified K-Means clustering in classifying the reviews that 

are understandable both by customers and manufacturers. It 

is observed from the experimented results that the proposed 

approach of combining ontology with K-Means clustering 

provides improved performance for classifying Customer 

Reviews. 
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