
International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2022): 7.942 

 Volume 13 Issue 5, May 2024 
Fully Refereed | Open Access | Double Blind Peer Reviewed Journal 

www.ijsr.net 

The Effect of Data Grouping on the Significance of 

the Coefficients of the Multiple Linear Regression 

Model 
 

Adil Mousa Younis Waniss1, Abdulmajied Ali Balkash2 

 
1Associate Professor, Department of Management Information Systems, College of Administration and Economics, Qassim 

University, Buraidah, P.O. Box 6633, KSA 

Email: younisadil2002[at]gmail.com 
 

2Professor, Department of Management Information Systems, College of Administration and Economics, Qassim University, Buraidah, 
P.O. Box 6633, KSA 

Email: d.balkash[at]gmail.com 

 

 

Abstract: This study is devoted for investigating the effect of grouping on the multiple linear regression coefficient's particularly on 

their significance, estimated confidence intervals and their standard error of the multiple linear regression coefficients, we generate 

random numbers from Excel and built multiple linear regression model with two independent variables, we compared regression 

coefficient's for an ungrouped multiple linear regression model with different five aggregated regression coefficient's, we find that, 

multiple linear regression coefficient's and their confidence intervals as well as the standard error of the multiple linear regression 

coefficients are unbiased for the different levels of grouping and except in case of grouping by less than five grouped a Sharpe 

decreases happened to their values. Grouping gives the same results for the regression coefficient for different groups, and for the 

different estimated confidence intervals as well as for standard error of regression coefficients. We find that grouping should not goes 

above twenty groups nor below five groups. The most important flinging is that, all regression coefficients for different groups are 

unbiased estimate and gives same p-values for different groups and different groups gives all most the same estimated confidence 

intervals and standard errors for the deferent multiple regression coefficients. 
 

Keywords: data aggregation; regression coefficient's; confidence intervals; standard error of regression coefficients 

 

1. Introduction   
 

Now a days the flow of data or information is a common 

phenomenon throw out the world, everyone is familiar with 

data mining and big data analysis which led to the problem of 

how to deal with such huge information, one of the technique 

that is used by econometricians to reduce the effect huge data 

is the technique of data aggregation or data grouping, but as 

we known the aggregation of data generate some problem 

such as the problem of loss of information or over estimation 

of some statistical parameters. 

 

The aggregation problem is a common problem in data 

analysis in nearly all fields of study, including social science 

and some fields of physics. In its broadest definition, the 

aggregation problem is the loss of information that occurs 

when aggregate, or large-scale, data is replaced by 

individual, or small-scale, data. Data aggregation is the 

process of collecting data to present it in summary form. This 

information is then used to conduct statistical analysis and 

can also help company executives make more informed 

decisions about marketing strategies, price settings, and 

structuring operations, among other things (Lukas Racickas 

2023). The use of random estimates in regression models has 

been gaining more attention in recent years (4, 5, 6).  

 

New ideas on combining different procedures for estimation, 

coding, forecasting and learning have recently been 

considered in statistics and several related fields, leading to a 

number of very interesting results (Y Yang Bernoulli, 2004 

projecteuclid.org ). 

 

It is well known that using aggregate data might result in 

correlation coefficients that are significantly biased above 

their individual values [Adil M. Youniss2002], has 

demonstrated that the regression coefficients could similarly 

be influenced. It is commonly known that one should never 

assume that relationships that exist at one level of analysis 

would necessarily be equally strong at another level. 

 

The purpose of this paper is to demonstrate the effect of 

aggregation on the significance of the regression coefficients 

of the multiple linear regression model when the data is 

ungrouped against grouped data. We will show on the 

following paragraphs different types of grouped data with (15, 

10, 8, 6, 5, 4) class intervals, along with their test of 

hypothesis and confidence intervals for each class interval 

and compare them with their cross ponding ungrouped 

measures with discussion of results. Throw out these 

paragraphs a detailed explanation of how aggregation is done 

by Excel and what types of functions we used. 

 

2. Multiple Linear Regression for Un-grouped 

data  
 

The multiple linear regression model is 

 +++++= −− 112211 kko xxxy         (1) 

Where y is the dependent variable, are the independent ix   

variables, 121 ,,,,, −ko    to minimize the sum of the 

squares of the residuals we use the least square method to 
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estimate the regression coefficients of the model Where,  K -

1  is the number of the independent variables, and K is the 

number of the regression coefficients (kor & altun, 2020), 

(Ali, P. A. & Younis,. A. A., 2021). 

2.1 The parameters of the model. The parameters of the 

model are estimated by the least square method as follows. 

CAB = −1
                                                            (2) 

 

The matrixes are defined as follows: 
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2.2 Standard Error of the Multiple Linear Regression 

Coefficients. The Standard error of the multiple linear 

regression coefficients will be calculated from the variance 

covariance matrix as follows: 

kn

SSE

−
=2                                                              (4) 

Where, 
kn

SSE

−
  is the estimated multiple linear regression 

model variance.  We get from the matrix diagonal   

)(,),(),(),( 1

2

2

2

1

2

0

2

−kbSbSbSbS              (5) 

Which are the variances of errors of the regression 

coefficients and. 

)(,),(),(),( 1210 −kbSbSbSbS                        (6) 

Which are the standard errors of the regression coefficients 

(Frost, J., 2023). 

 

2.3 The Test of Significance of the Multiple Linear 

Regression Coefficients. To test the significance of the 

multiple linear regression model (Ali, P. A. & Younis. A. A, 

2021), we follow the usual test of hypothesis steps as shown 

in the following table: 

 

Table 1: Test steps multiple linear regression model table 

 
 

2.4 The Confidence Intervals of the Multiple Regression 

Coefficients. The confidence intervals of the multiple 

regression coefficients are calculated as follows 

)(),2/( ii bSknTb −                                     (7) 

 

3. The Data, Application and Results  
 

We use Excel (2016) to generate 130 random numbers and 

we defined them as is the demand for a certain y   

commodity 21, xx  are the price of the commodity and 

monthly income rate respectively. We calculate the multiple 

regression model for ungrouped data from Excel (2016), 

using both of "Linest" and "Regression Statistics" (Greg 

Harvey, Microsoft Excel 2016). 

 

3.1 Test of hypotheses and confidence interval for regression 

coefficients for ungrouped multiple linear regression model. 

We calculated the measurements of the ungrouped multiple 

linear regression, by using "Linest" and the function 

"Regression Statistics" in Excel as follows: 

 

 
 

For the ungrouped multiple linear regression model, the 

estimated regression model and the test of hypotheses of the 

estimated coefficients and their confidence intervals are as 

the followings: 

21 13.282.495.90ˆ xxy +−=  

 

Table 2: Measurements of Ungrouped Multiple Linear 

Regression Model 

 
 

It is very clear from table (2), that all the coefficients are 

significant and the confidence intervals does not contain zero 

number.  

 

3.2 Test of hypotheses and confidence interval for regression 

coefficients for grouped multiple linear regression model. To 

calculate the above 4 equations and test the hypothesis of the 

regression coefficients   for grouped data we aggregate the 

data according to the following steps: 

 

3.2.1 Data is aggregated for different class intervals, 15, 10, 

8, 6, 5 and 4 class intervals with upper and lower boundary 

and frequency for each class interval. 

 

3.2.2 Each class interval frequencies will be represented by 

mean value with their cross-ponding frequencies, instead of 

mid-point as usual. 

 

3.2.3 For estimating the regression coefficients, testing their 

significance and constructing confidence interval for them, 

we use the same procedures as for ungrouped data but we 

take in account the means and frequencies together. 

 

3.2.4 The grouping of the data is don only for the dependent 

variable y while the grouping of the independent variables 
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21, xx  is done automatically according to the rule of 

aggregation. 

 

Calculation of Grouped data from Excel: 

 

3.3 Calculation of Grouped data from Excel. We calculated 

the measurements of the grouped multiple linear regression, 

by using "FREQUENCY" in Excel, the calculation for 15, 

10, 8, 6, 5 and 4 class intervals groups is done as  follows: 

 

 
 

3.4 The parameters of the grouped model are estimated by 

the least square method for 15 class interval with their means 

and frequencies as follows: 
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The estimated regression model and the test of hypotheses of 

the estimated coefficients and their confidence intervals are 

as the followings: 

21 96.116.5525.94ˆ xxy +−=  

 

Table 3: Measurements of grouped Multiple Linear 

Regression Model with 15 class intervals 

 
 

It is very clear from table (3), that all the coefficients are 

significant and the confidence intervals does not contain zero 

number. 

 

3.5 The parameters of the grouped model are estimated by 

the least square method for 4 class interval with their means 

and frequencies as follows. The calculation for 4 class 

intervals grouping is done by Excel as follows: 
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The estimated regression model and the test of hypotheses of 

the estimated coefficients and their confidence intervals are 

as the followings: 

21 57.2996.308.82ˆ xxy +−=  
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Table 4: Measurements of grouped Multiple Linear 

Regression Model with 4 class intervals 

 
 

It is very clear from table (4), that all the coefficients are 

significant and the confidence intervals does not contain zero 

number. Similarly, we follow the same procedures for the 

class, 10, 8 and 6. 

 

3.6 The parameters of the grouped model are estimated by 

the least square method for 10 class interval with their means 

and frequencies as follows. The estimated regression model 

and the test of hypotheses of the estimated coefficients and 

their confidence intervals are as the followings: 

21 16.281.461.90ˆ xxy +−=  

 

Table 5: Measurements of grouped Multiple Linear 

Regression Model with 10 class intervals 

 
 

It is very clear from table (5), that all the coefficients are 

significant and the confidence intervals does not contain zero 

number. 

 

3.7 The parameters of the grouped model are estimated by 

the least square method for 8 class interval with their means 

and frequencies as follows. The estimated regression model 

and the test of hypotheses of the estimated coefficients and 

their confidence intervals are as the followings: 

21 09.2931.492.91ˆ xxy +−=
 

 

Table 6: Measurements of grouped Multiple Linear 

Regression Model with 8 class intervals 

 
 

It is very clear from table (6), that all the coefficients are 

significant and the confidence intervals does not contain zero 

number. 

 

3.8 The parameters of the grouped model are estimated by 

the least square method for 6 class interval with their means 

and frequencies as follows. The estimated regression model 

and the test of hypotheses of the estimated coefficients and 

their confidence intervals are as the followings parameters of 

the grouped model are estimated by the least square method 

for 4 class interval with their means and frequencies as 

follows. The calculation for 4 class intervals grouping is 

done by Excel as follows: 

: 21 86.13831.569.96ˆ xxy +−=
 

 

Table 7: Measurements of grouped Multiple Linear 

Regression Model with 6 class intervals 

 
It is very clear from table (7), that all the coefficients are 

significant and the confidence intervals does not contain zero 

number.  
 

3.9 The parameters of the grouped model are estimated by 

the least square method for 5 class interval with their means 

and frequencies as follows. The estimated regression model 

and the test of hypotheses of the estimated coefficients and 

their confidence intervals are as the followings: 

21 72.168.576.99ˆ xxy +−=  

 

Table 8: Measurements of grouped Multiple Linear 

Regression Model with 5 class intervals 

 
 

It is very clear from table (8), that all the coefficients are 

significant and the confidence intervals does not contain zero 

number.  

 

4. The effect of Grouping on the Regression 

coefficients of the Model  
 

To discuss the effect of grouping on the regression 

coefficients of the multiple linear regression, we summarize 

the values of the multiple linear regression coefficients from 

the above tables in the following three tables:   

 

Table 9: Estimated 0  for ungrouped and different grouped 

models: 

 
 

 

Figure 1: Estimated 0  for ungrouped and different 

grouped models: 

 

Paper ID: ES24525085258 DOI: https://dx.doi.org/10.21275/ES24525085258 1522 

https://www.ijsr.net/


International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2022): 7.942 

 Volume 13 Issue 5, May 2024 
Fully Refereed | Open Access | Double Blind Peer Reviewed Journal 

www.ijsr.net 

4.1. Discussion of the effect of Grouping on the Estimated 

0 . From table (9) and figure (1) , we noticed that, all the 

values of the intercepts (estimated ) of the different 

grouped lies within the range of  the confidence intervals of 

the ungrouped model (66.62, 115.28) which shows 

Significant confidence intervals, that means without any 

doubt, aggregation or grouping does not affect the actual  

ungrouped value of the intercept 

 

Table 10: Estimated  for ungrouped and different cropped 

models: 

 
 

 
Figure 2: Estimated  for ungrouped and different grouped 

models: 

 

4.2. From table (10) and figure (2), we noticed that, all the 

values of the (estimated 1 ) of the different grouped lies 

within the range of the confidence intervals of the ungrouped 

model (-7.12, -2.52) which shows Significant confidence 

intervals, that means without any doubt, aggregation or 

grouping does not affect the actual ungrouped value of the 

estimated  1 .  

Table 11: Estimated 2  for ungrouped and different 

grouped models 

 
: 

 

 

Figure 3: Estimated 2  for ungrouped and different 

grouped models 

 

4.3.  Discussion of the effect of Grouping on the Estimated 

2 . From table (11) and figure (3), we noticed that, all the 

values of the (estimated 2 ) of the different grouped lies 

within the range of  the confidence intervals of the 

ungrouped model (0.94, 3.324) which shows Significant 

confidence intervals, that means without any doubt, 

aggregation or grouping does not affect the actual  

ungrouped value of the estimated 2 . 

 

From the above discussions, we can sum up the results of this 

study as followings:  

 

4.3.1 Grouping gives the same results for the regression 

coefficient for different groups. 

 

4.3.2 All regression coefficients for different groups are 

unbiased estimate. 

 

4.3.3 All estimated confidence intervals for different groups 

are unbiased estimate. 

 

4.3.4 All estimated standard errors for the different multiple 

regression coefficients different groups are unbiased estimate. 

 

4.3.5 We should use only 15 to 20 class intervals for grouping 

at most. 

 

4.3.6 We should use only 5 class intervals for grouping at 

least. 

 

4.3.7 Grouping does not give misleading results regarding 

estimation. 
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