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Abstract: The estimation of highly congested, highly varied crowded scenes is a challenging vision task that has received a lot of interest 

in recent years. Crowd counting and analysis aims to count the number of people and make an analysis of the density of the crowded 

scene. Exponential growth in the world population and the resulting urbanization has led to an increase in the number of activities such as 

sporting events, political rallies, public demonstrations which would thereby result in a more frequent crowd gathering. In such situations, 

it is essential to analyze crowd behavior for better management, safety and security. In this paper, a Convolutional Neural Network (CNN) 

based approach is used for the application. Among the various approaches, Multi Column Convolutional Neural Network is used to train 

the network in order to estimate the number of people. Also, the crowd analysis task is associated with many challenges such as 

non-uniform density, intra-scene and inter-scene variations in scale, occlusions and perspective. 
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1. Introduction 
 

The exponential growth of the global population and the 

subsequent surge in urbanization have led to an increase in 

activities that gather large crowds, such as sporting events, 

political rallies, and public demonstrations. These crowded 

scenes pose significant challenges for public safety and 

security, necessitating effective crowd management and 

behavior analysis. Crowd counting and analysis, which 

involves estimating the number of individuals and 

understanding the density distribution within a crowd, is a 

crucial task in this context. Accurate crowd analysis helps in 

the efficient allocation of resources, prevention of 

overcrowding, and timely response to emergencies. 

 

Traditional methods for crowd counting often rely on manual 

observation or simplistic algorithms that struggle to handle 

the complexities of real-world scenarios. These methods are 

frequently hampered by challenges such as non-uniform 

density, variations in scale within and between scenes, 

occlusions, and perspective distortions. As a result, there is a 

growing need for advanced techniques that can accurately and 

efficiently analyze crowded scenes under diverse conditions. 

Digital image processing is a growing technology that has 

experienced continuous and significant expansion in a period 

of years. The usefulness of this technology is apparent in 

many different applications covering medicine to remote 

sensing. 

 

Crowd counting is an important application of image 

processing technology. Crowd counting otherwise called 

crowd estimating is a process used to count or estimate the 

number of people in a crowd. The most direct way is to 

actually count person by person in the crowd. Detection based 

approach is a supervised learning method. In this method, a 

classifier is trained by using a labelled set of training data 

which consists of full body shots of people. Detection based 

crowd counting using rescaling method aims to make a 

system which can count the people in a crowd irrespective of 

the size of the people. It can count very tiny faces to very large 

faces and can also correctly identify blurred people images. 

The number of people from a video input can be correctly 

obtained by this method. Frame by frame is extracted from the 

video to make the count of the crowd. 

 

In recent years, Convolutional Neural Networks (CNNs) have 

emerged as a powerful tool for various computer vision tasks, 

including crowd counting. CNNs are capable of learning rich 

feature representations from raw pixel data, making them 

well-suited for handling the visual complexities of crowded 

scenes. Among the various CNN architectures, the Multi 

Column Convolutional Neural Network (MCNN) has shown 

particular promise for crowd counting applications. The 

MCNN architecture is designed to address the challenges of 

non-uniform density and scale variations by using multiple 

columns with different receptive fields to capture features at 

various scales. 

 

In this paper, we propose a CNN-based approach for crowd 

counting and analysis using the MCNN architecture. Our 

method aims to accurately estimate the number of people in 

highly congested and varied crowded scenes. We train the 

MCNN to learn robust features that can handle the diverse 

challenges associated with crowd analysis, such as intra-scene 

and inter-scene variations, occlusions, and perspective 

distortions. By leveraging the strengths of MCNNs, our 

approach provides a reliable solution for real-time crowd 

management and safety applications.  

 

2. Literature Survey 
 

In Computer Vision Technology estimating crowds from 

images or videos accurately has become an increasingly 

important application for purposes of crowd control and 

public safety. Over the last few years, researchers have 

attempted to address the issue of crowd counting and density 

estimation using a variety of approaches such as 

detection-based counting, clustering-based counting and 
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regression-based counting. The initial works on the 

regression-based methods mainly uses handcrafted features 

and the more recent works uses Convolutional Neural 

Network (CNN) based approaches [1, 2]. 

 

a) Detection based crowd counting [3] 

Detection based approach is a supervised learning method. 

Basic methodology involves scanning the image using sliding 

window detector Detection is usually performed either in the 

monolithic style [3] or parts-based detection[]. Min li et al. [4] 

combines a foreground segmentation algorithm based on MID 

(Mosaic Image Difference)[] and a head-shoulder detection 

algorithm based on HOG (Histograms of Oriented 

Gradients)[4]. 

 

b) Regression based crowd counting [5] 

First Identifies the perspective map of the region of interest, 

then the extraction of low-level features such as the 

foreground pixels or edges from each segmented cell region 

and mapped to the learned regression model for generating a 

structured output that estimates the crowd count in each local 

region simultaneously. Different regression techniques such 

as linear regression [6], piecewise linear regression, ridge 

regression, Gaussian process regression and neural network 

[7] are used to learn a mapping from low-level feature to the 

crowd count. 

 

c) CNN based crowd counting [8][9]: 

CNN based techniques can be classified based on the property 

of the networks such as basic CNNs, Scale-aware models, 

Context-aware models, multi-task frameworks and based on 

inference methodology such as Patch-based inference, Whole 

image-based inference. 

 

The CNN-based approaches have demonstrated significant 

improvements over previous hand-crafted feature-based 

methods, and thus, encouraging more researchers to explore 

CNN-based approaches further for related crowd analysis 

problems. While the CNN-based methods are very effective 

in large density crowds with a diverse scene conditions, the 

traditional approaches suffer from high error rates in such 

scenarios [10]. 

 

Table I: Existing Systems 
Approach Major Technique used Advantages Drawbacks 

Detection 

based 

Monolithic style or parts-based 

detection. 

These systems work well for 

detection of faces. 

It is not successful in the presence of extremely 

dense crowds and high background clutter. It is 

also time consuming. 

Feature 

Regression 

based 

Different regression techniques used 

are linear regression, piecewise linear 

regression, ridge regression, Gaussian 

process regression and neural network 

Regression based methods help in 

extracting lower levels features. 

The model trained is dependent on the 

perspective map. If the model were to be used 

in another scene of a different perspective map, 

it will have much inaccuracies in its result. 

CNN 

based 

 

Basic CNNs, Scale-aware models, 

Context-aware models, Multi-task 

frameworks. 

Achieved drastically lower error 

rates and also the creation of new 

datasets has enabled learning of 

more generalized models. 

Quality of the density maps obtained is poor 

although accurate count estimates are obtained. 

 

Therefore, from the traditional approaches it can be found 

from the Table I that CNN-based methods outdo them across 

all datasets. From among the CNN-based methods, it is found 

out that most performance improvement is achieved by 

scale-aware and context-aware models [11]. 

 

3. Proposed System 
 

Crowd counting system can estimate the count of people in 

the given input. The people are correctly detected using a 

method called Tiny Faces algorithm. The main advantage of 

this algorithm is that it can identify small faces and can also 

work in blurred faces. It is the best performing face detector 

from amongst other algorithms – given the difficulty of many 

of the faces, it gives a very good result. Estimations of the 

crowd density per pixel is always a challenging task due to the 

large variation of the crowd density values. The number of 

people in a frame can vary in large range. Some image frames 

may contain hundreds of people, while others might have only 

a few numbers. It is very difficult for a single CNN to handle 

the entire spectrum of crowd densities of varying scales. So, 

shared CNNs is used in this system. 

 

(a) Single Image Crowd Detection and Counting 

In the single image crowd detection method, system takes an 

image as the input feed. The Tiny Faces algorithm works as 

follows. The input image to the system is gone through 

several processes to obtain the count of the people and 

different analysis of the crowd scenario. The image frame is 

initially rescaled to multiple scales. This rescaling of images 

is known as interpolation. Each image is rescaled so that the 

faces in the images are in the range in which the classifier has 

the highest efficiency Image interpolation occurs when an 

image is resized or distorted from one-pixel grid to another. 

Image resizing is necessary to increase or decrease the total 

number of pixels, whereas remapping occurs when correcting 

for lens distortion or rotating an image takes place. Each 

image frame is passed as an array of pixels. The minimum 

scale is found by taking minimum of the log2 of cluster height 

/ image height and cluster width / image width. Image 

Interpolation works by using known data pixels which is used 

to estimate values at unknown points. Image interpolation 

works in two different ways, and it tries to achieve a best 

approximation of a pixel's intensity, based on the values at the 

surrounding pixels. 
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Figure 1: Block diagram of the system for single image 

 

In the system, a small template is necessary to detect small 

faces and a large template is necessary to exploit detailed 

features facial parts to increase accuracy. Instead of using a 

single detector, separate detectors are trained to be tuned for 

different scales and aspect ratios. But, training a large 

collection of scale-specific detectors may have problems of 

lack of training data for individual scales and inefficiency 

from running a large number of detectors at test time. To 

address both these concerns, training and running of 

scale-specific detectors takes place in a multitask fashion so 

that it makes use of features defined over multiple layers of 

single feature hierarchy. For the objects of novel sizes, a 

simply strategy is employed that is to resize the images at 

test-time by interpolation and decimation. Interpolating the 

lowest layer of the finitely discretized image pyramid is 

particularly crucial for finding small objects. 

 

There are seven rescaled inputs to the network. The 

interpolations are of size 0.0625X 0.125x, 0.5x, 1x, 1.4142x, 

2.0x and 0.25x. The scaled input serves as entries to the 

Convolutional Neural Network (CNN) to predict the response 

maps at every resolution. ResNet101 is the Convolutional 

Neural Network used here. ResNet101 is trained on 

ImageNet dataset which contains over 1 million images. The 

model can classify nearly 1000 objects. The concept of 

Transfer learning is applied on this model. Each input image 

will pass through a series of convolution layers with filters, 

Pooling, fully connected layers (FC) and finally SoftMax 

function is applied to classify an object with the probabilistic 

values between 0 and 1. 

 

The output is then mapped onto a feature map, which contains 

the coordinates of the classified face. A bounding box is 

drawn around the face region placing it best centered. By 

multiplying the coordinates of the feature mapped region by a 

spatial scale, it can be ensured that it fits the feature map just 

like the original bounding box would fit the original image. 

The size of the spatial scale is 1N where N is the sum of all the 

strides of convolutional layers that image was processed. The 

image is then rescaled to the original size. This is just the 

reverse process of giving rescaled input. All the rescaled 

images are merged onto a single image. In this case, there are 

chances of occurrence of overlapped bounding boxes around 

the same face. In order to bring to a single bounding box 

around the face, a technique called non maximal suppression 

is used. The idea behind non-maximum suppression is to 

reduce the number of detections in a frame to the actual 

number of objects present. The count of the number of people 

detected is returned as the output based on the number of 

bounding boxes in the image. It gives an estimation of the 

total crowd count. 

 

(b) Crowd Counting and Analysis in Video 

It takes the video file as input and extract each of the frames 

and process it. Then it produces analytics and insights based 

on the data. The video feed cannot be taken as such to give 

out the output. Therefore, from the video input, frames are 

extracted one by one. Each frame undergoes all the processes 

that an image is gone through. 
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Figure 2: Block diagram of the system for video feed 

 

Each and every frame are not taken for processing. For better 

optimization, some of the adjacent frames are skipped. This is 

because a video can have numerous frames and the adjacent 

frames are not much different. The count of the people will be 

almost same. The frame is then preprocessed and given to the 

system. Then the remaining working is same as that of the 

single image crowd counting method. The image frame is 

rescaled and given to the CNN network. The classified faces 

are obtained from the response map. Based on the response 

map, bounding boxes are drawn. Multiple bounding boxes are 

refined using Non-maximal suppression method. The count 

produced is displayed as output. We can get the count of all 

the frames selected. 

 

4. Results and Discussions 
 

The project was able to build an incremental count of the 

number of faces detected from single images as well as the 

video moves forward. The algorithm used was able to 

outperform most of the other face detection algorithm 

available. The experimental results are obtained by training 

lot of input images. WIDERFACE crowd dataset is used for 

training purpose. WIDER FACE dataset is a face detection 

benchmark dataset, of which images are selected from the 

publicly available WIDER dataset. It consists of 32,203 

training set images and label 393,703 faces with a high degree 

of variability in scale, pose and occlusion as depicted in the 

sample images. WIDER FACE dataset is organized based on 

61 event classes. The system was tested on the testing dataset 

of the WIDER FACE. The maximum size of rescaling applied 

was 2. 

 

 

 

 

 

 
Figure 3: Crowd count image 

 

From the results, the accuracy of the system could be 

calculated. The accuracy of the system is about 67% based on 

the given dataset. The MSE of this system is 332.15 on the 

WIDERFACE dataset, which is a good MSE value as 

compared to various other detection algorithms [16]. There 

are certain factors which is affecting the accuracy of the 

output. They are:   

 

Paper ID: SR24609215802 DOI: https://dx.doi.org/10.21275/SR24609215802 727 

https://www.ijsr.net/


International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

SJIF (2022): 7.942 

Volume 13 Issue 6, June 2024 
Fully Refereed | Open Access | Double Blind Peer Reviewed Journal 

www.ijsr.net 

 

(i) Resolution of the Image  

Higher the resolution of the images, better the results 

obtained. The reason behind this is when the algorithm resizes 

the input image it would preserve the quality of the image 

which makes the detection of faces easier. Higher resolution 

images will have less noise so that it gives the algorithm more 

data to work with. 

 
Figure 4: Count of people vs resolution of image 

 

Table 2: No of faces detected in various resolution images 
Resolution Count GT 

205 x 137 88 381 

512 x 342 184 381 

1024 x 683 314 381 

1966 x 1311 331 381 

 

(ii) Size of faces in the image  

The algorithm works best for a certain size range of faces. For 

finding the small (25x20) faces, building templates at 2x 

resolution improves overall accuracy by 6.3% whereas for 

finding large (250x200) faces, building templates at 0.5x 

resolution improves overall accuracy by 5.6%.  

 

(iii) Maximum scale factor  

Increasing the maximum scale factor can bring more faces in 

the optimum detection range which can thereby improve the 

detection rate. This only works for some range of images 

where the faces are very small. Increasing the maximum scale 

factor also increases the processing time for the image.  

 

 
Figure 5: Maximum Scale factor vs Detected count 

 

But as the Maximum Scale Factor increases the time taken for 

processing increases exponentially. Therefore, large scale 

factors are not preferable. The graph shows the relationship 

between Maximum Scale Factor and the time taken for 

processing. So, based on these results from the graph, a 

Maximum Scale Factor of 2 is selected. This would give a 

good result with comparatively low processing time. 
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Figure 6: Maximum Scale factor vs Time taken for processing 

 

(iv) Confidence threshold  

This is the confidence of the network in classifying input as a 

face or not. Reducing this value will give more detections but 

it will also create more chances of false detections in image 

which reduces the accuracy.   

 

(v) Face orientation  

Face orientation plays a major role in the detection. The 

algorithm works better on faces that are facing straight. The 

algorithm sometimes fails to detect when the head is turned 

backward that is, facing backward.  

 

When a video input is given, it outputs the total number of 

people present currently in the given frame. The algorithm 

splits the video input into single frames and process it for 

finding faces. The video source could be a recorded video file 

or a video input source such as a webcam or surveillance 

camera. Some outputs of the algorithm are given below 

 

 
Figure 7: Counting of crowd from a video source 

 

The analysis of the crowd count at a specific time interval is 

examined. A count versus time interval graph is generated as 

the output. This is useful data for obtaining peak time of the 

crowd. This graph can be used for analysing the crowd trends 

during some specified time. Also, it can be used for 

identifying any anomalous behaviour or for tracking a crowd. 

 

 
Figure 8: Crowd count versus time interval 

 

5. Conclusion and Future Scope 
 

This project is a simple yet effective framework for finding 

small objects, demonstrating that both large context and 

scale-variant representations are crucial. It is specifically 

shown that massively-large receptive fields can be effectively 

encoded as a foveal descriptor that captures both coarse 

context (necessary for detecting small objects) and 

high-resolution image features (helpful for localizing small 

objects).  

 

One main problem to this algorithm is it can’t detect 

duplicates, when someone re-enters into the frame the person 

is counted again as a new person. The algorithm could be 

extended to overcome this problem. For each face detected a 

feature vector for the face could be generated and saved 

temporarily. Using this the count could be made without any 

redundancy. The algorithm performs less accurate for images 

having faces that are turned other side. Using another CNN 

trained for counting head could be pipelined with the ResNet 

output.   

 

The quality of estimated crowd density maps is another key 

issue ignored by earlier research. Most of the existing 

CNN-based approaches in their networks have a number of 
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max-pooling layers that force them to regress on 

down-sampled maps of density. Another important issue to 

address in the future would be to generate high-quality density 

maps along with low count estimation error.  Given the 

challenge of training deep networks for new scenes, it would 

be important to explore how to leverage existing sources from 

models trained. Most of the existing methods retrain their 

models in a new scene and it is not practical to do so in 

real-world scenarios because it would be expensive to get 

annotations for each new scene. However, the idea of transfer 

learning or domain adaptation for crowd scenes is relatively 

unexplored and is a emerging area of research.  

 

The given algorithm exceeds some of the recent algorithms 

for face detection. However, the most recent and accurate face 

detection algorithms such as FaceBoxes, Single Stage 

Headless Face Detector or RetinaNet[20] can be compared in 

future work. The general approach was also to detect small 

objects in images, but here the focus is on faces, but this 

approach can be applied in other small object such as 

calcifications in mammography pictures. In addition, a simple 

pipeline and approach is used here for tracking and counting 

people across frames. Combining with tracking algorithms 

like DeepSort can be done for future work.   

 

From analyzing the results of the experiment, it is observed 

that a CNN works best for images that are similar to images 

that it was trained with. But a person who is turned back 

wouldn’t be detected as a person, as the CNN is not trained in 

that manner. If another CNN model trained on back images or 

turned heads could be generated giving the output from the 

first CNN as the input then it would provide better detections 

thus improving the accuracy of the system.  

 

The analysis from the output generated could be useful for 

numerous applications. The surveillance video could be 

processed to generate a density map, which points the areas in 

the video where the presence of crowd is higher. This can also 

be used to analyse the crowd interest of the region. Further it 

can be used to design streets, shops, cities etc. based on the 

data manipulated from the crowd. The flow of crowd in a 

region could be analyzed to develop better streets, pathways 

and roads so that can direct the crowd flow in a way that 

reduces congestion and make commuting faster for the crowd. 

Abnormal activities such as fights, accidents, outbreaks, 

hazards can be detected by analyzing the crowd. These 

activities could be controlled by triggering the required 

actions automatically by the system 
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