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Abstract: A number of information measures, including Shannon's information measure and the measures of order γ and type δ, have 

been created and thoroughly examined. These metrics are used in coding theory, statistics, and pattern recognition, among other fields. 

This research aims to examine the fundamental characteristics of the P-Norm information measure, which is a generalized class of 

information measures as noted by Arimoto. Many interesting algebraic and analytic features of this measure will also be discussed. It is 

also explored whether Shannon's measure may be derived from the P-norm information measure as the limiting case for P → 1. It is also 

discussed that the measure lacks the additivity feature, even if it displays a form of additivity that we will call Pseudo-additivity.  
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1. Introduction 
 

Numerous information measures, including Shannon's 

information measure (C. E. Shannon 1948) and the measures 

of order γ and type δ presented by Alfred Renyi (1961), 

Havrda and Charvát (1967), and Daróczy (1970), have been 

produced and intensively investigated. These metrics are used 

in coding theory, statistics, and pattern recognition, among 

other fields.  

 

This work aims to examine the fundamental characteristics of 

the P-Norm information measure, which was identified by 

Arimoto (1971) as an instance of a broader class of 

information measures. Initially, we provide an axiomatic 

description of this measurement. Additionally, a variety of 

fascinating analytic and algebraic aspects of this measure will 

be covered. 

 

The ability to derive Shannon's measure as the limiting case 

for P → 1 from the P-norm information measure is a crucial 

feature. Additionally, we demonstrate that the measure 

exhibits a sort of additivity that we will refer to as Pseudo-

additivity rather than the additivity condition.  

 

2. Definition 
 

For convenience, we start by introducing a few notations. 

The set of Positive real numbers that are not equal to one 

will be referred to frequently. This set is indicated by ℝ with 

ℝ = {𝑃 ∶  𝑃 > 0, 𝑃 ≠ 1  } 

Additionally, we define ∆𝑛 as all of the nary Probability 

distributions together  

𝐿 = (𝑙1, 𝑙2, 𝑙3, … , 𝑙𝑛) which meet the requirements 

 

 
 

Definition 1: The distribution's P-norm information L has a 

definition for  

𝑃 𝜖 ℝ by 

 
 

A real function ∆n→ ℝ defined on ∆n, where n ≥ 2 and ℝ is 

the set of real numbers, is the P-norm information measure. 

We can inquire as to what characteristics the function must 

have in order to provide an axiomatic characterization. 

 

𝐼 ∶  ∆𝑛→  ℝ such that 𝐼(𝐿) =  𝐻𝑃(𝐿) for all 𝐿 =
(𝑙1, 𝑙2, 𝑙3, … , 𝑙𝑛) ∈  ∆𝑛  and 𝑃 𝜖 ℝ. 

 

Theorem 1. Let P ϵ ℝ be a real function and let I: ∆n→ ℝ. & 

Let I permit to meet these postulates. 

a) 𝐼(𝐿) =  𝑎[∑ 𝐹(𝑙𝛼)𝑛
𝛼=1 ]

1

𝑃   + 𝑏;  a, b ≠ 0. 

b) 𝐹(. ) 𝑖𝑠 𝑎 𝑐𝑜𝑛𝑡𝑖𝑛𝑜𝑢𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑛 [0,1). 
c) 𝐼𝑓 𝐿 ∈  ∆𝑛 𝑎𝑛𝑑 𝑀 ∈

∆𝑚  𝑎𝑟𝑒 𝑠𝑡𝑜𝑐ℎ𝑎𝑠𝑡𝑖𝑐𝑎𝑙𝑙𝑦 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑡ℎ𝑒𝑛 𝐼 𝑖𝑠  
𝑝𝑠𝑒𝑢𝑑𝑜 − 𝑎𝑑𝑑𝑖𝑡𝑖𝑣𝑒:  

𝐼(𝐿𝑀) =  𝐼(𝐿) +  𝐼(𝑀)  −  
1

𝑏
𝐼(𝐿). 𝐼(𝑀) 

d) 𝐼 (
1

𝑛
,

1

𝑛
,

1

𝑛
, … …

1

𝑛
)  =  

𝑝

𝑃−1
(1 − 𝑛

1−𝑃

𝑃 ) 

 

where arbitrary constants a and b are used. For every L that 

lies inside ∆n, I(L)= HP(L).  

 

Proof: For L ∈ ∆n and M ∈ ∆m, it follows from combining 

Postulates (i) and (iii). 

 

 
Next, we'll demonstrate that (2)'s answer is provided by 

 
 

Let c, d, e and h be integers such that 1 ≤ e ≤ c and 1 ≤ h ≤ d. 

If we substitute n = c - e + 1, m = d -h + 1, Lα = 1/c, 𝛼 = 1, 2... 

c - e, Lc-e+1 = e/c, qβ = 1/d, 𝛽 = 1,2, .... , d - h and qd-h+1= h/d 
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into (Error! Reference source not found.) we put ν (x) = xF(1/x) and multiplying both sides of (Error! Reference source not 

found.) with cs ,we get 

 
 

Setting e= h = 1 in (Error! Reference source not found.) 

yields 

 
 

Next, by using (5) and substituting e = 1 resp. h = 1 into 

equation (4), we can derive 

 

 
And 

 
 

Substituting the answers for ν (cd), ν (cd/e), and ν (cd/h) into 

equation (4) yields the following 

 
Or  

 
 

where x,y are rational and x,y ≥ 1. The answer to (9) can be 

found by consulting (de Fériet 1977). 

 
Use (Error! Reference source not found.) and substitute 

ν(𝑥) =
𝐹(𝑙)

𝑙
, 𝑤𝑒 𝑔𝑒𝑡 

 
 

f(L) in I(L) as stated in the assertion, we obtain 

 
 

By applying postulate D from the statement, we may 

determine the values of the constants b and k. We obtain k=1-

P and b=P/(P-1). The proof is now complete.  

 

We refer to the postulate C as Pseudo-additivity. 

 

Theorem 2: The P-norm information measure 

𝐻𝑃(𝑙1, 𝑙2, 𝑙3, … , 𝑙𝑛) has the following algebraic properties: 

a) 𝐻𝑃(𝑙1, 𝑙2, 𝑙3, … , 𝑙𝑛)𝑖𝑠 𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐. 
b) 𝐻𝑃  𝑖𝑠 𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑏𝑙𝑒  

i.e.  𝐻𝑃(𝑙1, 𝑙2, 𝑙3, … , 𝑙𝑛 , 0) = 𝐻𝑃(𝑙1, 𝑙2, 𝑙3, … , 𝑙𝑛)  

c) 𝐻𝑝 𝑖𝑠 𝑑𝑒𝑐𝑖𝑠𝑖𝑣𝑒 

i.e.  𝐻𝑃(1,0) = 𝐻𝑃(0,1) 

d) 𝐻𝑝 𝑖𝑠 𝑛𝑜𝑛 𝑎𝑑𝑑𝑖𝑡𝑖𝑣𝑒. 

 

Proof: From definition 1, properties A through C follow 

directly, and from Postulate C of Theorem 1, property D 

follows instantly. 

Theorem 3: The algebraic features of the P-norm information 

measure HP (l1,l2,l3,…,ln) are as follows: 

 

a) 𝐻𝑃(𝐿) ≥ 𝐻𝑃(1,0, … . .0) = 0 

b) 𝐻𝑃(𝐿) ≤ 𝐻𝑃(1/𝑛, … … 1/𝑛) 

c) 𝐻𝑃(𝐿) 𝑖𝑠 𝑛𝑜 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑎𝑠𝑝𝑒𝑐𝑡𝑠. 
d) 𝐻𝑃(𝐿) 𝑖𝑠 𝑚𝑜𝑛𝑜𝑡𝑜𝑛𝑖𝑐 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 

e) 𝐻𝑃(𝐿) 𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑜𝑢𝑠 𝑖𝑛 ℝ 

f) 𝐻𝑃(𝐿) 𝑖𝑠 𝑠𝑡𝑎𝑏𝑙𝑒 𝑖𝑛 𝑙𝛼 , 𝛼 =  1,2, … … , 𝑛 

g) 𝐻𝑃(𝐿) 𝑖𝑠 𝑎 𝑐𝑜𝑛𝑐𝑎𝑣𝑒 𝑓𝑜𝑟 𝑒𝑣𝑒𝑟𝑦 𝐿 𝑖𝑛 ∆𝑛 

 

Proof:  A. We know that 

For P > 1,  𝑙𝛼
𝑃 ≤ 𝑙𝛼∀ 𝛼 

  ∑ 𝑙𝛼
𝑃 ≤ ∑ 𝑙𝛼 = 1𝑛

𝛼=1
𝑛
𝛼=1  

 

 
 

And   

 
For 0 < P < 1,  𝑙𝛼

𝑃 ≥ 𝑙𝛼 ∀ 𝛼 

  ∑ 𝑙𝛼
𝑃 ≥ ∑ 𝑙𝛼 = 1𝑛

𝛼=1
𝑛
𝛼=1  

 
 

And    

 
Proof from definition 1 is simple to finish. 

 

B. Lagrange multipliers make it simple to determine that 

 
And 

 

 
 

The Proof is finished when the values from equations (13) 

and (15) are used along with the values from equations (16) 

and (17).  

 

C. Property A provides concrete proof of non negativity. 
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𝐷. 𝐻𝑃(𝐿) is monotonic iff 𝐻𝑃(𝑚, 1 −

𝑚) 𝑖𝑠 𝑛𝑜𝑛 𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑖𝑛𝑔 𝑜𝑛 𝑚 ∈  [0,
1

2
] 

 

From definition 1, it is clear that 

 
 

Describe a function. G(m) by 

𝐺(𝑚) =  [1 − [(1 − 𝑚)𝑃 + 𝑚𝑃]1/𝑃] 

Its show that 

For P > 1      
𝑑

𝑑𝑚
𝐺(𝑚)  ≥ 0 

And for 0 < P < 1     
𝑑

𝑑𝑚
𝐺(𝑚)  ≤ 0 

 

So we get 

 
By using equations (Error! Reference source not found.) , 

(Error! Reference source not found.) and (Error! 

Reference source not found.) , we get 
𝑑

𝑑𝑚
𝐻𝑃(𝑚 , 1 − 𝑚)  ≥ 0 

Hence, 𝐻𝑃(𝑚 , 1 − 𝑚) is a non-decreasing function and 

monotonic. 

 

A. [∑ 𝑙𝛼
𝑃𝑛

𝛼=1 ]1/𝑃 is a continuous function, as is well known. 

(see (T. 1953)) for P ∈[ 0, ∞) So, 𝐻𝑃(𝐿) is continuous 

function on [ 0, ∞ ) 

 

F.  We have demonstrated the expansibility of HP(L) in 

Theorem 2 B. Consequently, it is evident that 

 

 
 

It is clearly that 

lim
𝑡 →0

𝐻𝑃(𝐿 , 𝑒) =  𝐻𝑃(𝐿 , 0) =  𝐻𝑃(𝐿) 

 

From this and equation (Error! Reference source not 

found.), we say 𝐻𝑃(𝐿) is stable in 𝑙𝛼. 

 

G.   It is clear that , From Minkowski inequality (see 

(Beckenbach and Bellman 2012)) 

 

For P > 1, 

 
And for 0 < P < 1, 

 
Put 𝑎𝛼 =  𝜆 𝑙𝛼  and 𝑏𝛼 = (1 −  𝜆)𝑚𝛼 , where  0 ≤ 𝜆 ≤ 1, into equation (Error! Reference source not found.) and (Error! 

Reference source not found.), we get 

For P > 1, 

 
And for 0 < P < 1, 

 
Using 1 = 𝜆 + ( 1 −  𝜆) and By equations (Error! Reference source not found.), (Error! Reference source not found.), 

(Error! Reference source not found.), we get 

 
 

HP (L) is a concave function in L as a result.  

 

The Proof of Theorem 3 is thus concluded. 

 

3. Final Verdict  
 

The R-Norm Information measure, as described by Boekee 

and Van der Lubbe (1980), is what I have examined. A few 

of its attributes are listed and validated. Analytical and 

algebraic properties have been investigated. 
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