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Abstract: Sentiment analysis is a critical component of natural language comprehension with numerous real-world applications. Typical 

sentiment analysis attempts to predict whether a text is positive or negative. The given text has only one aspect and polarity, so this task 

works. Predicting the elements mentioned in a phrase, as well as the emotions connected with each of them, is a more generic and difficult 

assignment. Aspect-based sentiment analysis is a generic term for this activity. 
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1. Introduction 
 

Sentiment analysis is a set of computational and natural 

language processing-based approaches for identifying, 

extracting, and characterizing subjective information 

represented in a text, such as opinions. The fundamental goal 

of sentiment analysis is to categorize a writer's attitude 

toward diverse issues into three categories: positive, negative, 

and neutral. Sentiment analysis has a wide range of 

applications in a variety of fields, including corporate 

intelligence, politics, sociology, and more. 
 

In recent years, however, social networking websites, 

microblogs, wikis, and Web applications have emerged, 

resulting in an unprecedented increase in user-generated data 

that is ready for sentiment mining. Web postings, Tweets, 

videos, and other data that all reflect opinions on a variety of 

topics and events provide a wealth of opportunity to study 

and analyse human sentiment and opinions. 
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Human language is a complicated beast. It's tough to teach a 

machine to recognise the different linguistic nuances, cultural 

variances, slang, and misspellings that appear in internet 

discussions. It's considerably more difficult to teach a 

machine to recognise how context affects tone. 
 

Sentiment analysis is particularly valuable in social media 

monitoring since it helps us to see how the general population 

feels about a given issue. Thanks to real-time monitoring 

features, social media monitoring platforms like Brand watch 

Analytics make this process faster and easier than ever before. 

 

2. Motivation 
 

Sentiments of users that are expressed on the web have great 

influence on the readers, product vendors. The advent of 

social networks has opened the possibility of having access to 

massive blogs, recommendations and reviews. Nowadays, if 

one wants to buy a consumer product, one is no longer limited 

to asking one’s friends and family for opinions because there 

are many user reviews and discussions about the product in 

public forums on the Web. 
 

For an organization, it may no longer be necessary to conduct 

surveys, opinion polls, and focus groups in order to gather 

public opinions because there is an abundance of such 

information publicly available. The availability of accurate 

data and tools for cleaning data, has made sure a lot of 

progress in the sentimental analysis field, making this one of 

the most researched fields. 

 

3. Aim and Objective 
 

This project proposes a deep learning-based model for 

sentiment analysis using twitter dataset. The model is able to 

detect sentiments from the content of the tweets. 
• Develop an analysis method that helps in capturing the 

emotion of tweet, 
• The data is cleaned and unnecessary information is 

removed using various kinds of methods. 
• Design the solution using Machine Learning or Deep 

learning algorithms so that we achieve approximately 90% 

accuracy using a good dataset. 
• It is proposed to be implemented using the RNN 

algorithm. 
• Provide connection to the NLP and the ML / DL 

algorithm. 
 

Scope: 
We see a lot of scope in this field as Machine Learning is used 

in almost every industry these days. Some of the recent and 

famous applications of sentiment analysis: 
• Analysing sentiments on social media. 

• Spam detection in social media. 

• Influence on social media. 

• Reviews of new products launched, and many more. 
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4. Existing System 
 

A. Lexicon-based sentiment analysis 

One of the two primary ways to sentiment analysis is the use 

of a lexicon, which involves estimating sentiment based on 

the semantic orientation of words or phrases in a text. This 

method necessitates the creation of a dictionary of positive 

and negative words, each having a positive or negative 

emotion value ascribed to it. There have been various 

techniques to building dictionaries, including manual and 

automatic approaches. A chunk of text communication is 

typically represented as a bag of words in lexicon-based 

techniques. Following this representation of the message, all 

positive and negative words or phrases inside the message are 

assigned sentiment values from the lexicon. To make the final 

prediction about the overall sentiment for the message, a 

combining function, such as sum or average, is used. Aspects 

of a word's local context, such as negation or intensification, 

are frequently taken into account in addition to its sentiment 

value. 

 
Machine learning algorithms have a major drawback in that 

they rely on tagged data. It's exceedingly tough to ensure that 

enough data is collected and labelled appropriately. Aside 

from that, the fact that a lexicon-based approach is easier for 

a human to understand and modify is seen as a key benefit for 

our job. We found that creating an adequate lexicon was 

easier than collecting and labelling relevant corpora. Given 

that the data gathered from social media is generated by users 

from all over the world, the algorithm's ability to handle 

solely the English language is limited. As a result, the 

sentiment analysis technique should be easier to translate into 

many languages. 

 
B. Machine learning Techniques 

Social networking sites make their data available on the 

internet in an easy and unrestricted manner. This abundance 

of data piques the attention of young researchers who want to 

pursue a career in sentiment analysis. On social media 

discussion boards, people express their emotions and 

perspectives [6]. Researchers are hired by businesses to look 

into the facts that aren't widely known about their products 

and services. Multinational corporations are most concerned 

with the automatic and spontaneous determination of 

sentiments from reviews. Machine learning approaches have 

increased sentiment analysis accuracy and speed up 

autonomous data evaluation in recent years. 

 
C. Naïve Bayes 

The positive or negative orientation of a text author 

determines the sentiment dichotomy. The supervised 

classifier Naive Bayes provides a mechanism to 

communicate positive, negative, and neutral feelings in web 

content. To categorize words into their appropriate 

categories, the Naive Bayes classifier uses conditional 

probability. When it comes to text classification, the 

advantage of utilizing Naive Bayes is that it only requires a 

minimal dataset for training. Pre-processing of online data 

removes numeric, foreign words, html elements, and special 

symbols, resulting in a set of words. Human specialists 

manually tag words with classifications like good, negative, 

and neutral. As a result of this pre-processing, word-category 

pairings are generated. For the training set, this pre-

processing generates word-category pairings. Consider the 

word 'y' from the test set (unlabelled word set) and a 

document window of n-words (x1, x2,......xn). Given a data 

point 'y,' the conditional probability that it belongs to the 

category of n-words from the training set is: 

 

P(y/x1,x2,……xn)=P(y)×∏i=1nP(xi/y) 
 

Consider the following example of a movie review for the 

film "Exposed." The following are the outcomes of the Naive 

Bayes experiment. Experts who are human. 

 
D. RECURRENT NEURAL NETWORK (RNN) 

RNN has proven popular in SC. When contrasted to the CNN, 

the RNN model offers two distinct advantages. For starters, 

each layer of CNN has different parameters, but each step of 

RNN has the same parameters (i.e., it reduces the number of 

parameters needed to learn). Second, because the output of 

one step is dependent on the output of the previous stage, 

RNN requires a large amount of memory. As a result, when 

compared to CNN, RNN is better at processing sequential 

data. 
 

As a result, RNN is a reliable network architecture for 

sequential data processing. It supports cyclical connections 

and reuses weights over multiple instances of neurons, each 

with its own set of time steps. This concept can explicitly 

assist the network in learning the whole history (i.e. current 

states) of past states. RNN converts an arbitrary length 

sequence to a fixed length vector using this attribute. 

 
The average of the hidden states of all words is utilized as a 

feature for classification in LSTM, which treats the entire 

document as a single sequence. Because the LSTM cannot 

extract the aspect information, it performs poorly. The LSTM 

model outperforms the CNN model in most cases. Wang et al 

proposed using LSTM to encode complete tweets, with the 

hidden state utilized to predict sentiment polarity. With 

sentiment lexicons, negation words, and intensity words, 

Qian et al presented linguistically regularized LSTMs for SA 

 

5. Proposed System 
 

We aim to develop, train, and analyse a deep learning model 

which consists of RNNs and/or LSTMs which is capable of 

analysing and predicting Sentiment, with high accuracy and 

precision. Specifically, we intend to build a model that is able 

to detect the actual Sentiment of the sentence. 
 

We also aim to make the model robust, and tolerable to a fair 

amount of noise, if any, present in the user input. 

 
a) Long Short-Term Memory (LSTM) 
LSTM is a special category of RNN that possesses the 

capability to capture long-term dependencies and their 

selective remembering property which enables them to focus 

only on the important parts for prediction. 

 
A very basic LSTM module consists of a cell state and three 

gates that enable selective remembering by determining 

whether information to learn, unlearn, or retain. The cell state 

is employed to ensure that the information flow is 
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uninterrupted by only a few linear exchanges. A forget gate, 

an input gate, and an output gate are all included in each unit. 

 
Figure 1:  LSTM Cell 

 

LSTM has memory and can store the information from 

previous timesteps which is how it efficiently learns the 

network With a few modifications, the model can be made bi-

directional to capture the future and past context for each 

word which better helps understand the importance of each 

information unit. It captures the long-term dependency in any 

given information. Exploits the sequential nature of data such 

as speech which means that no two words are randomly 

placed next to each other, they occurring together define some 

relationship between them which might be important for 

context extraction. 

 

6. Implementation 
 

A. Dataset:  
Dataset used for Training and testing the model is sourced 

from the Twitter data of 1.6 million tweets, available from 

Kaggle. 
 

B. Main Data Structures used: 
1) Arrays, such as NumPy arrays, to store the converted 

images. 

2) Pandas dataframe to read write and create CSV file for the 

images 

3) Dictionaries, to store the key-value pairs. 

 

Data Processing- Preprocessing the data is the procedure for 

preparing raw data for use in deep learning model. It's the first 

and most important age in building a machine learning model. 

In this step we will create a CSV file with the location of the 

files for training and test photos as well as their associate class 

if any, so that they can be readily traced 

 

C. Model architecture 

 
Figure 2: System Design 

 

In this system design, we have shown the architecture of our 

implementation. From the dataset, we will split the train and 

test values (in our case 80:20) and the Data preprocessing 

takes place where the data cleaning happens (removing 

slangs, special character etc.) and the cleaned data goes to the 

feature extraction (using TF-IDF) and we get the Feature 

vector to the training data to pass to the LSTM Model where 

the training and testing happens to get the classification / 

Prediction model to get the sentiment scores. 
 

7. Results 
 

The model was trained using the above-mentioned dataset, 

and was evaluated rigorously. The variation of the training 

and validation accuracy can be seen below: 

 

 
Figure 3: Module Design 

 

In this module design, we see the model in depth. Where after 

the model is run and text data is received and preprocessing 

(cleaning) is done and when the sentences are taken to the 

RNN Model to get the sentiment scores. 
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When the sentiment score is 4, we take it as a positive text and 

if the score is not 4 then we check if the score is 0. If the score 

is 0 then we take it as a negative text, and the score is not 4 

nor 0 we take it as a neutral text where we consider it as a 

positive text as there are no major negative words. 

 

Figure 4: Model Architecture 

 

 
Figure 5: Classification Report 

 

8. Conclusion 
 

Sentiment analysis is an incredibly valuable technology for 

businesses because it allows getting realistic feedback from 

your customers in an unbiased (or less biased) way. 
 

If Done right, it can be a great value-added to your systems, 

apps, or web projects. 
 

The model built in in-grained Sentiment Analysis involves 

determining the polarity of the opinion. It can be a simple 

binary positive/negative sentiment differentiation. 
 

This type can also go into the higher specification in-grained 

Sentiment Analysis involves determining the polarity of the 

opinion. 
 

It can be a simple binary positive/negative sentiment 

differentiation. 
 

The model built has an accuracy of 80% and has predicted the 

given sentences into positive, negative and neutral. We have 

True Negative of 128344 and True positive of 127304 and 

False Negative of 32650 False positive of 31702. 

 

9. Future Work / Enhancements 
 

The model further can be trained and updated to analyse 

different types of sentimental analysis like emotion detection 

where it is the process of identifying and analysing the 

emotions expressed in textual data is known as emotion 

analysis or for intent analysis where it is the process of 

analysing text data to determine the author’s intent. 
 

Intentions underpin much of human behaviour and action, and 

understanding intentions can help you interpret these 

behaviours. 
 

The model can be used commercially by organization by 

improving the datasets and models to use them to find out the 

emotions or opinion on their products and services. 
 

With the help of a stored procedure, we can get the data called 

in real time to a front end. 
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