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Abstract: Operating Systems (OS) performs a variety of tasks, with scheduling being a fundamental function. Scheduling involves 

making decisions on how to allocate resources among different processes in tasks in order to maximize performance metrics. Some of 

the popular scheduling algorithms are First Come First Serve (FCFS), Shortest Job First (SJF), Shortest Remaining Time (SRT), 

Priority Scheduling, and Round Robin (RR), which exhibit differences in performance depending on the circumstances. The primary 

goal of a scheduling algorithm is to increase the effectiveness, speed, and fairness of the system. Considering these parameters, to 

improve and be suitable scheduling algorithm, studies have proposed hybrid algorithms. To understand the performance trade-offs 

between these hybrids, this paper compares different RR-based hybrid algorithms namely, Priority Based Round Robin (PBRR), Round 

Robin and Short Job First (RRSJF), Efficient Shortest Remaining Time Round Robin (ESRR). Results showed that RRSJF and ESRR 

performs better than the remaining hybrid algorithm in terms of Average Waiting Time (AWT) and Average Turnaround Time (ATT) 

with 17.2ms and 13ms AWT 13 and 26.0ms and 21.8ms ATT, respectively. 
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1. Introduction 
 

Scheduling is one of the variety of tasks that operating 

systems (OS) carry out. This involves making decisions on 

how to allocate resources among different processes in tasks 

in order to maximize performance metrics like waiting time, 

throughput, turnaround, etc. [2], [11]. Scheduling is a crucial 

function of the OS, as almost all computer resources, 

including the CPU, are scheduled before use [5]. 

 

Multiprogrammed OS rely heavily on CPU scheduling to 

maximize the utilization of the CPU. In a single-processor 

system, only one process can run at a time, causing other 

processes to wait for their turn [13]. Thus, given the CPU’s 

vital role as a computer resource, efficient scheduling 

algorithms are crucial for managing multiple processes 

arriving in main memory [18]. Some of the popular 

scheduling algorithms are First Come First Serve (FCFS), 

Shortest Job First (SJF), Shortest Remaining Time (SRT), 

Priority Scheduling, and Round Robin (RR), which exhibit 

differences in performance depending on the circumstances 

[2], [5], [14]. 

 

RR is one of the popular scheduling algorithms in OS for its 

simplicity, fairness, and generality in resource allocation [4]. 

This algorithm is specifically meant for time sharing 

systems. In this setup, each takes turns having an equal share 

of something [6]. However, RR has several drawbacks 

including low throughput, high turnaround time, high 

waiting time, and large number of context switches [6], [8], 

[10], [16], [19]. One of the most significant issues is the 

choice of the time slice length called time quantum (TQ) [2], 

[7]. A large TQ results in poor response time as it allows 

long tasks to dominate the processor, causing short tasks to 

wait [4], [10], [15]. Conversely, in a small TQ, long tasks 

take a long time to execute, which then causes poor CPU 

performance [4], [15]. 

 

The primary goal of a scheduling algorithm is to increase the 

effectiveness, speed, and fairness of the system. CPU 

utilization, context switching, throughput, waiting time, 

turnaround time, and response time are a few performance 

metrics [2], [21], [22]. Context switching stores and restores 

the context (state) of a preempted process, allowing 

execution to resume at a later time, but it leads to time and 

memory wastage [9]. CPU utilization measures CPU 

activity, with the primary objective being to maximize CPU 

utilization [12]. Throughput is the number of processes 

completed per unit time, aiming to maximize the work 

performed [12], [17]. Waiting time is the difference between 

start time and ready time, aiming to minimize the time spent 

by a process in a ready queue [12], [17]. On the other hand, 

turnaround time refers to the time it takes from submission 

to completion of a process, with the primary objective being 

to minimize this time [12], [17]. In interactive processes, 

response time refers to the time between launching a request 

and receiving the first response, which is typically limited by 

the output device [12], [17]. 

 

Considering these parameters, to improve and be suitable 

scheduling algorithm, hybrid algorithms were proposed. 

Results showed better performance compared to the 

traditional RR, minimizing waiting time, turnaround time, 

response time, and number of context switches, while 

maximizing throughput and CPU utilization [1], [20], [23]. 

 

Understanding the performance trade-offs between these 

hybrids is crucial for optimizing system performance in 

diverse environments. Therefore, this paper aims to answer 

the ff. questions, comparing the analyzed performance of 

three (3) RR-based hybrid algorithms, including Priority 

Based Round Robin (PBRR), Short Job First and Round 

Robin (SJFRR), and Efficient Shortest Remaining Time 

Round Robin (ESRR), to confirm their optimality 

performance: 

1) What are the key factors influencing the performance of 

Round Robin-based hybrid algorithms? 
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2) What is the performance of Round Robin, Priority Based 

Round Robin, Round Robin and Short Job First, and 

Efficient Shortest Remaining Time Round Robin in 

terms of: 

a) Average Waiting Time; 

b) Average Turnaround Time; and 

c) Number of Context Switches 

 

By identifying the strengths and weaknesses of each hybrid 

under different workloads and conditions, this study intends 

to provide valuable insights into selecting the most suitable 

variant for specific application scenarios.  

 

2. Background Work 
 

2.1 Priority Based Round Robin (PBRR) 

 

This hybrid algorithm incorporates priority-based task 

management, assigning a priority index to each process and 

sorting them in the ready queue accordingly. Processes with 

smaller priority index are placed in the head of the ready 

queue and so on [23]. 

 

2.2 Round Robin and Short Job First (RRSJF) 

 

In this hybrid algorithm, two algorithms are merged namely, 

Round Robin and Short Job First. It assumes simultaneous 

arrival of processes and then identifies the value of TQ. 

Processes are then ranked based on CPU Burst Time in 

ascending order, taking the smaller value between CPU 

burst times for the processes. The algorithms grant a process 

the quantum value, moving to the next process if it finishes, 

or waiting for the next loop if not finished within the 

quantum [1]. 

 

2.3 Efficient Shortest Remaining Time Round Robin 

(ESRR) 

 

Shortest Remaining Time First (SRTF) algorithm estimates 

the processing time required by each process by keeping 

track of average CPU burst time, while RR operates on the 

principle of First Come, First Served (FCFS) with 

preemption functionality to switch between processes. FCFS 

strictly ordered the list of processes in the ready state based 

on their arrival in the system [17]. To reduce total waiting 

time and turnaround time from each individual algorithm, 

this hybrid algorithm ESRR combines the SRTF and time-

sharing concept of RR [20]. 

 

3. Experimental Analysis 
 

Prior to submitting the processes to the scheduler for each 

experiment, the performance evaluation assumes a single 

processor environment and known burst time for all 

processes. Each experiment consists of multiple input and 

output parameters. The number of processes, arrival time, 

burst time, time quantum, and priority index for PBRR are 

the input parameters. Conversely, the number of context 

switches (CS), average waiting time (AWT), and average 

turnaround time (ATT) are the output parameters. Two 

experiments were performed to evaluate the performance of 

the algorithms, with arrival time assumed to be the same for 

all processes. 

Consider five processes (P1, P2, P3, P4, P5) with arrival 

time = 0 and random burst time (9, 3, 16, 5, 11) as shown in 

Table 1. RR, PBRR, RRSJF, and ESRR algorithms are then 

applied to schedule these processes. 

Table 1: Five processes with random burst time and priority 

index 
Process Burst Time (ms) Priority 

P1 9 3 

P2 3 2 

P3 16 5 

P4 5 1 

P5 11 4 

 

3.1 Case 1 

 

In this case, TQ is assumed to be 3ms. The resulting Gantt 

charts for the RR, PBRR, RRSJF, and ESRR algorithms are 

shown in Figures 1, 2, 3, 4, respectively. 

 

 
Figure 1: Gantt chart of RR Scheduling with TQ = 3ms 

 

 
Figure 2: Gantt chart of PBRR Scheduling with TQ = 3ms 

 

 
Figure 3: Gantt chart of RRSJF Scheduling with TQ = 3ms 

 

 
Figure 4: Gantt chart of ESRR Scheduling with TQ = 3ms 

 

3.2 Case 2 

 

In this case, TQ is computed using the ff. formula [3]: 

  

(1) 

 

With total BT equal to 44, the TQ is 8.8ms ≈ 9ms. Thus, the 

resulting Gantt charts for the RR, PBRR, RRSJF, and ESRR 

algorithms are shown in Figures 5, 6, 7, and 8, respectively. 

 

 
Figure 5: Gantt chart of RR Scheduling with TQ = 9ms 

 

 
Figure 6: Gantt chart of PBRR Scheduling with TQ = 9ms 

 

 
Figure 7: Gantt chart of RRSJF Scheduling with TQ = 9ms 

 

 
Figure 8: Gantt chart of ESRR Scheduling with TQ = 9ms 

 

4. Comparison of Results 
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Table 2: Average Waiting Time, Average Turnaround 

Time, and Number of Context Switches in Case 1 
Algorithm AWT ATT CS 

RR 19.6 28.4 16 

PBRR 17.8 26.6 16 

RRSJF 17.2 26.0 16 

ESRR 17.2 26.0 16 

Table 3: Average Waiting Time, Average Turnaround 

Time, and Number of Context Switches in Case 2 
Algorithm AWT ATT CS 

RR 17.8 26.6 7 

PBRR 13.4 22.2 7 

RRSJF 13.0 21.8 7 

ESRR 13.0 21.8 7 

 

5. Conclusion 
 

According to Experimental Analysis, we conclude that 

RRSJF and ESRR algorithm give better performance than 

the remaining RR-based hybrid scheduling algorithms in 

both cases. Since the arrival time of processes are 

simultaneous, the scheduler’s decision-making is more 

critical. The priority index assigned to processes also 

influences the performance as higher priority processes may 

preempt lower priority ones, impacting the waiting and 

turnaround times of the lower priority processes. The time 

quantum assigned also affected the number of context 

switches as smaller time quantum leads to more frequent 

context switches. Overall, with the hybrid of Round Robin 

and Short Job First and Round Robin and Shortest 

Remaining Time First, Average Waiting Time (AWT) and 

Average Turnaround Time (ATT) can be reduced. 
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