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Abstract: This study utilizes machine learning ML algorithms to predict the accuracy of a genotoxicity dataset, focusing on nuclear 

abnormalities in peripheral erythrocytes of Labeo catla. Eight ML algorithms, including Logistic Regression, K - nearest neighbour, Lazy. 

KStar, DecisionStump, Hoeffding Tree, RandomForest, and RandomTree, were tested using the WEKA tool. Among these, RandomForest 

demonstrated the highest predictive accuracy with an area under the ROC curve of 91%. These results indicate that ML algorithms, 

particularly RandomForest, provide an effective approach for predicting genotoxicity in fish species.  

 

Keywords: Edible fish, Genotoxicity dataset, Machine learning, MN & NA parameters, Labeo catla 

 

1. Introduction 
 

The heavy metal lead (Pb) cause genotoxicity in the different 

cell types of fish, which may lead to an impact on the fish 

population and may be found to endanger. Several studies 

have shown that metals cause genotoxicity in fish species 

living in metal contaminated water. [1 - 9]  

 

Interestingly, a recent study revealed that post - immersion of 

idol cause genotoxicity in the peripheral erythrocytes of fish 

species (Labeo catla and Labeo rohita) inhabiting pond 

ecosystem. [10] 

 

Moreover, the dataset usage to evaluate the prediction 

accuracy through machine learning (ML) algorithm - based 

technique is suitable in classification and regression methods. 

Some earlier studies revealed that different algorithms of ML 

methods progressively classify the dataset of normal and 

abnormal shape of nuclei where the achievement was better 

related to different statistical interpretation. [11 - 14] 

 

The present study was attempted to predict accuracy of a 

genotoxicity dataset focussing especially nuclear 

abnormalities in the peripheral erythrocytes of fish species 

(Labeo catla) by using ML algorithms.  

 

2. Materials and Methods 
 

In this study, the dataset was created from the image used in 

an earlier study by Seal and Talapatra. [10] The image was 

processed in the image analysis tool (CellProfiler, 2.1.1) as 

per the earlier protocol by Carpenter et al. [15] and Talapatra et 

al. [12] and the dataset of cell, cytoplasm, nucleus and class 

effect viz. normal and abnormal were used. The ML 

modelling was performed by using WEKA (Waikato 

Environment for Knowledge Analysis) tool (version, 3.8.5) 

developed by Frank et al. [16] The WEKA explorer was 

developed with data pre - processing, classification, 

regression, and association rules. [17]  

 

In this study, the prediction accuracy was obtained through 5 

machine learning (ML) algorithms especially The “predictive 

accuracy” of big dataset of RBCs for fish specimens on the 

“shape of cells, cytoplasm, and nuclei” after using ML 

algorithms especially different 8 classifiers viz. “Logistic 

regression (LR), K - nearest neighbour (IBK), Lazy. KStar 

(K*); DecisionStump (DS), Hoeffding Tree (HT), 

RandomForest (RF), and RandomTree (RT); ” based on 4 

attributes viz. “cells, cytoplasm, nuclei, effect class (normal 

and abnormal cellular feature) ” to evaluate the overall 

predictive accuracy from the comparative dataset of pre and 

post idol immersion by using ML tool as per cross - validation 

(CV) test for normal and abnormal class. All the statistical 

summary results were retrieved for “F - measure, Matthew’s 

correlation coefficient (MCC), receiver operating 

characteristic (ROC) curve and Precision - recall curve (PRC) 

”.  

 

3. Results 
 

Table 1 evaluates the summary results of correctly and 

incorrectly classified instances of studied models. In the case 

of algorithm classification, the highest values were observed 

in RF and RT (85.00% and 84.00%) followed by K* 

(81.00%), DS (78.00%), IBK and DTJ48 (77.00%), LR 

(73.00%), while lowest value of HT (62.00%) as per 10 - fold 

CV.  
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Table 1: Summary results of different models (correctly and 

incorrectly classified instances) 

Classifier models Correctly classified 

 instances (%) 

Incorrectly classified  

instances (%) 

LR 73.00 27.00 

IBK 77.00 23.00 

K* 81.00 19.00 

DS 78.00 22.00 

HT 62.00 38.00 

DTJ48 77.00 23.00 

RF 85.00 15.00 

RT 84.00 16.00 

LR = Logistic regression; IBK = K - nearest neighbour; K* = 

Lazy. KStar; DS = DecisionStump; HT = Hoeffding Tree; RF 

= RandomForest; RT = RandomTree 

 

Table 2 evaluates the summary results of Kappa statistic (KS), 

mean absolute error (MAE) and root mean squared error 

(RMSE) of studied models related to 10 - fold CV. In case of 

prediction accuracy of the class of KS values, the highest 

values were observed in RF and lowest value was observed 

for HT while MAE and RMSE values were declined as per 

following manner.  

 

Table 2: Model summary (Kappa statistic, mean absolute 

error and root mean squared error) results 

Classifier models KS MAE RMSE 

LR 0.47 0.40 0.45 

IBK 0.54 0.23 0.47 

K* 0.62 0.26 0.37 

DS 0.54 0.31 0.41 

HT 0.27 0.41 0.52 

DTJ48 0.52 0.31 0.42 

RF 0.70 0.23 0.34 

RT 0.68 0.16 0.40 

KS = Kappa statistic; MAE = Mean absolute error; RMSE = 

root mean squared error 

 

Table 3 evaluates the statistical data of F - measure, MCC, 

ROC area and PRC area of studied models as per 10 - fold CV 

test. In case of prediction accuracy of the algorithms, the 

MCC, ROC area and PRC ranges between 70.0% - 50.0%, 

61.0% - 91.0% and 67.0% - 91.0%, respectively observed. 

The area under curve (AUC) as per ROC curve value, the 

algorithm RF was predicted better as 91%.  

 

Table 3: Statistical data for prediction accuracy of studied 

algorithms 

Classifier 

models 

F - 

measure 
MCC 

ROC 

area 

PRC 

area 
Class 

LR 
0.703 0.500 0.865 0.831 Normal 

0.752 0.500 0.865 0.853 Abnormal 

IBK 
0.777 0.543 0.773 0.745 Normal 

0.763 0.543 0.773 0.674 Abnormal 

K* 
0.822 0.618 0.888 0.897 Normal 

0.796 0.618 0.888 0.875 Abnormal 

DS 
0.823 0.578 0.744 0.720 Normal 

0.711 0.578 0.744 0.750 Abnormal 

HT 
0.513 0.331 0.613 0.705 Normal 

0.689 0.331 0.612 0.509 Abnormal 

DTJ48 
0.816 0.560 0.736 0.676 Normal 

0.693 0.560 0.736 0.748 Abnormal 

RF 
0.865 0.698 0.907 0.876 Normal 

0.831 0.698 0.907 0.914 Abnormal 

RT 
0.849 0.680 0.841 0.811 Normal 

0.830 0.680 0.841 0.759 Abnormal 

MCC = Matthew’s correlation coefficient; ROC = Receiver 

operating characteristic curve; PRC = Precision - recall curve 

 

4. Discussion 
 

This study holds significance as it applies modern ML 

techniques to predict environmental genotoxicity, which 

could aid in monitoring aquatic ecosystem health and 

managing pollution impacts. Moreover, the genotoxicity 

dataset of fish species (Labeo catla) related to MN and NAs 

in the peripheral erythrocytes post idol immersion predicted 

better for an algorithm viz. RF (91%) in which the area under 

curve (AUC) as per ROC curve value. A similarity was 

obtained related to RF algorithm from previous studies by 

Abass [9] and Talapatra et al. [12] Moreover, Mondal et al. [14] 

predicted the accuracy of dataset related to the shape of 

normal and abnormal features of fish erythrocytes through 11 

ML algorithms in which RF was also predicted better.  

 

5. Conclusion 
 

In conclusion, this study demonstrates that the RandomForest 

algorithm outperforms other ML models in predicting 

genotoxicity in Labeo catla. In the present study, the area 

under curve (AUC) as per ROC curve value, the RF algorithm 

recorded of about 91%, which predicted the mutagenic risk 

among this fish species.  
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