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Abstract: The spread of fake news and misinformation has become a global challenge, undermining public trust, causing political 

polarization, and facilitating the dissemination of harmful ideologies. This study explores the use of advanced AI models, specifically 

transformers such as BERT and GPT, for the automatic detection of fake news. Leveraging natural language processing (NLP) techniques 

like Named Entity Recognition (NER), Sentiment Analysis, and Topic Modeling, we aim to identify patterns unique to misinformation. 

Our model demonstrates high accuracy in experimental trials on benchmark datasets, highlighting the potential of AI to combat 

disinformation and improve media literacy. 
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1. Introduction 
 

1.1 Motivation 

 

The exponential growth of social media and online platforms 

has made information dissemination faster than ever. 

Unfortunately, this has also enabled the rapid spread of fake 

news and misinformation, posing risks to democracy, public 

health, and societal trust [XWZ+20]. The manual 

identification of fake news is time-intensive and often 

infeasible at scale. This calls for automated solutions to 

identify disinformation efficiently. 

 

Recent advances in AI and NLP provide promising tools for 

tackling this issue. Transformers like BERT [DCLT+18] and 

GPT [BRM+20] have set state-of-the-art benchmarks in 

understanding and generating natural language. These 

methods, combined with NLP techniques such as Named 

Entity Recognition, Sentiment Analysis, and Topic Modeling, 

offer new ways to detect misinformation effectively 

[LCZ+19]. 

 

2. Methods 
 

2.1 Data Collection 

 

We utilized two widely used datasets for fake news detection: 

• LIAR Dataset: Contains labeled claims with associated 

metadata [WTL+17]. 

• FakeNewsNet: Includes news articles and social context 

information [SHS+19]. 

 

The datasets were preprocessed to remove noise, tokenize 

text, and perform data augmentation to balance class 

distributions. 

 

2.2 Model Architecture 

 

We employed a transformer-based architecture with the 

following components: 

• Pre-trained Transformers: BERT and GPT for initial 

embeddings [DCLT+18, BRM+20]. 

• NER Module: Identifies named entities and their 

relationships [PPZ+20]. 

• Sentiment Analysis: Assesses the tone of the text 

[HCZ+19]. 

• Topic Modeling: Clusters news articles based on 

thematic content [BHL+18]. 

The architecture combines these outputs to classify text as 

fake or real using a dense neural network layer. 

 

2.3 Training Objective 

 

The model was trained using a cross-entropy loss function. 

Regularization techniques such as dropout and weight decay 

were applied to prevent overfitting. 

 

3. Results and Discussion 
 

3.1 Evaluation Metrics 

 

We evaluated the model using accuracy, precision, recall, F1-

score, and AUC-ROC. The results are summarized in Figure 

1. 

 

3.2 Observations 

 

1) Feature Importance: Named Entity Recognition and 

Sentiment Analysis provided significant contributions to 

model performance, highlighting their relevance in 

understanding misinformation patterns. 

2) Dataset Challenges: Class imbalance in datasets required 

augmentation techniques to improve model 

generalization. 

 

3.3 Comparison with Baselines 

 

Our model outperformed existing baselines, including 

traditional machine learning models (e.g., SVM, Logistic 

Regression) and simpler neural networks, underscoring the 

value of transformer architectures and advanced NLP 

techniques. 

 

4. Conclusion 
 

This research demonstrates the efficacy of AI models, 

specifically transformers combined with NLP techniques, in 

detecting fake news and misinformation. Future work 

includes expanding the dataset, incorporating multimodal 

data (e.g., images, videos), and deploying real-time systems 

for practical applications. 

 

5. Code and Implementation 
 

The complete code and dataset preprocessing steps are 
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included. Figure 2 presents the model implementation 

 
Metric BERT+NLP Model GPT+NLP Model 

Accuracy 92.50% 91.80% 

Precision 93.20% 92.00% 

Recall 91.70% 91.50% 

F1-Score 92.40% 91.70% 

AUC-ROC 96.10% 95.70% 

Figure 1: A table displaying the evaluation of the model using accuracy, precision, recall, F1-score, and AUC-ROC. 

 

 
Figure 2: The code and dataset preprocessing steps are included, and the model implementation is presented. 
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