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Abstract: Medical professionals are now able to better diagnose diseases, plan treatments, and keep tabs on their patients thanks to 

advances in artificial intelligence (AI). By making prompt and precise recommendations based on massive amounts of information, 

these AI systems can greatly improve healthcare results. But many AI models, especially deep learning ones, are "black box" in nature, 

which makes it challenging to use them in therapeutic contexts. In order to trust AI systems and make beneficial use of them in patient 

care, healthcare providers must comprehend how these systems make judgments. This need has prompted the development of the XAI 

project (explainable artificial intelligence) field objective, the goal of which is to increase the clarity and openness of AI decision - 

making processes. Ensuring patient safety with AI requires its explainability. Artificial intelligence (AI) decisions in healthcare have the 

potential to change people's lives forever. Should an AI model misinterpret data or be biased, it may harm patients. By providing an 

explanation of the elements and data elements that drove an AI system's treatment plan recommendation, XAI products help clinicians 

make educated choices and avoid mistakes. The use of artificial intelligence in healthcare is highly dependent on trust. Medical 

professionals may be hesitant to depend on AI systems, particularly in life - or - death scenarios, if they cannot explain their results. By 

making the AI process more accessible and elucidating its steps, XAI increases confidence by giving medical professionals the tools they 

need to validate AI - driven suggestions. Open and honest communication fosters trust in AI systems, facilitating their seamless 

integration into regular clinical practice. The faith and reliance of doctors and nurses in AI systems increases when they comprehend 

its inner working sand the reasoning behind its suggestions. This, in turn, improves patient outcomes. Meeting healthcare regulatory 

and ethical requirements also requires explainability. By providing understandable justifications for AI decisions, XAI ensures 

adherence to these rules. In addition, XAI aids healthcare practitioners in following ethical norms by increasing the transparency of AI 

systems; this guarantees that AI - driven treatment is impartial, fair, and serves patients' best interests. Keeping prejudices at bay that 

can cause racial, gender, or socioeconomic biases to manifest is of the utmost importance. There are obstacles to deploying AI in 

healthcare, despite its benefits. Explanations that are correct and simple to understand are challenging to write due to the intricacy of 

medical information, which frequently includes high - dimensional and changeable information. Also, AI model explainability and 

performance aren't always compatible; simpler versions are easier to understand, but they might not be as effective. Protecting patients' 

confidential it yas they receive explanations is another obstacle, particularly when dealing with personal health information. Moving 

forward, research in XAI must focus on finding solutions to these problems so that we can build strong and open artificial intelligence 

(AI) systems that protect patients' privacy and safety without sacrificing either. When it comes to the secure and efficient application of 

AI in healthcare, explainable AI is a major step forward. Improved patient safety, greater confidence among medical professionals, and 

adherence to regulatory and ethical norms are all outcomes of XAI 'efforts to make artificial intelligence (AI) systems more accessible 

and intelligible. Although there are still challenges, such as protecting patient privacy and striking a balance between model 

performance and explainability, the future of AI in healthcare is dependent on the ongoing development of XAI. As AI increasingly 

integrates into clinical practice, the ability to articulate and comprehend AI - driven judgments will be crucial for improving patient 

outcomes and advancing care quality. 
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1. Introduction 
 

The rapid adoption of AI in healthcare has radically altered 

medical practitioners' ability to detect illnesses, arrange 

treatments, and monitor patients. Machine learning - based 

AI systems in particular can sift through mountains of 

medical data, spot trends, and provide predictions that can 

improve treatment for patients. The problem is that as AI 

models get more complicated, they tend to function as 

"black boxes, " making it challenging for users to understand 

why they made certain conclusions. Important healthcare 

settings, where trust, precision, and responsibility are of the 

utmost importance, are especially vulnerable to problems 

that can arise from a lack of openness. In response to these 

concerns, a field known as explainable artificial intelligence 

(XAI) has emerged, with the main goal of making AI 

systems more understandable and simpler to interpret.  

 

In order for healthcare practitioners to have faith in and 

make beneficial use of these innovations in clinical practice, 

XAI aims to give clear insights into why AI models reach 

their results. With AI's revolutionary capabilities in illness 

evaluation, therapy selection, and patient monitoring, the 

healthcare industry has seen a tidal change in patient care. 

By sifting through mountain so patient records, AI systems 

may find trends and make educated guesses that can improve 

healthcare delivery. AI - powered prediction of patient 

outcomes and individualized treatment plan recommendation 

scouldradically alter healthcare. Nevertheless, as these 

systems advance in sophistication, they frequently function 

as "black boxes, " making the decision - making process 

difficult for the clinicians who depend on them to 
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comprehend. In healthcare settings, where trust, 

responsibility, and the capacity to understand decisions are 

paramount for guaranteeing patient safety, this opaqueness 

brings up serious difficulties.  

 

The "black box" issue surrounding AI is particularly 

significant in healthcare because of the high stakes inherent 

in medical decision - making. Healthcare providers may lose 

faith in AI systems when they can't comprehend the 

reasoning behind their judgments, whether it's to diagnose 

diseases, suggest therapies, or forecast patient outcomes. 

Furthermore, without transparency, detecting and fixing the 

root causes of AI system problems can be difficult. This lack 

of transparency jeopardizes both the widespread use of AI 

and patient protection. Therefore, we urgently need AI 

systems that are accurate, explainable, and understandable.  

 

Explainable AI (XAI), which offers tools and methods to 

make AI decision - making processes more transparent and 

understandable, has tackled the "black box" problem. The 

goal of XAI is to help healthcare providers comprehend, 

trust, and make beneficial use of AI systems in clinical 

practice by providing explanations that are simple to 

understand and interpret. To ensure that doctors can make 

educated judgments that are beneficial for their patients, 

XAI makes AI systems easier to understand and 

comprehend, which is a crucial step toward increased 

openness in healthcare decision - making. This makes 

medical AI systems more trustworthy and reliable.  

 

Connecting complicated AI models with the requirement for 

clarity in medical decision - making is one of XAI's key 

objectives. Artificial intelligence technologies must ensure 

that healthcare providers receive accurate and easily 

understandable explanations while making decisions that can 

have life - altering implications. For example, XAI tools can 

dissect the patient's medical records, lab findings, and other 

pertinent data that went into an AI system's treatment plan 

recommendation. Because of this openness, doctors may 

check the AI's suggestions and tweak them as needed, which 

improves patient outcomes.  

 

The adoption of artificial intelligence technology is highly 

dependent on the faith that healthcare providers have in 

these systems, which is a crucial component of healthcare. 

Clinicians may hesitate to use the technology if they cannot 

understand the logic behind an AI's actions. XAI improves 

confidence by giving doctors and nurses the details they 

need to know about an AI system's decision - making 

process. Open and honest communication fosters trust in AI 

systems, facilitating their seamless integration into regular 

clinical practice. To ensure the effective and safe use of AI 

in healthcare, the capacity to explain and defend its 

conclusions will be critical.  

 

By guaranteeing that AI systems in the medical field adhere 

to ethical and regulatory requirements, XAI not only 

enhances confidence but also plays a key role in the industry 

overall. By offering transparent and understandable 

justifications for AI - driven decisions, XAI assists 

healthcare organizations in meeting the deregulatory 

obligations. In addition, XAI contributes to resolving ethical 

issues surrounding medical decision - making by increasing 

the transparency of AI systems, which in turn helps to 

address unfairness, accountability, and bias. It is of utmost 

importance to prevent AI systems from unintentionally 

reinforcing prejudices or making decisions that may not 

benefit all patients.  

 

The advantages of XAI are obvious, but there are still 

obstacles to overcome when introducing explainable AI 

systems into healthcare. It is challenging to generate 

accurate and understandable explanations from medical data 

because it is frequently complex and high - dimensional. On 

top of that, explainability and performance aren't always 

synonymous in AI models; more complicated models are 

usually more accurate but harder to understand. Researchers 

and developers in the field of XAI face substantial difficulty 

in balancing these competing needs. Another important 

consideration, especially when handling sensitive medical 

data, is making sure that XAI systems safeguard patient 

privacy while offering thorough explanations.  

 

Given the difficulties of XAI, more study and development 

are required in this area. We need new algorithms and 

frameworks to enhance the explainability of AI systems in 

healthcare without compromising their efficiency. The 

creation of XAI systems capable of processing complex 

medical data and delivering meaningful, clinician - friendly 

explanations should be the focus of future research. More 

research is required to determine how XAI influences 

clinical decision - making, especially regarding the 

relationship between XAI and the confidence and use of AI 

in healthcare.  

 

The importance of explainability will grow as AI advances 

and integrates into healthcare. An important step toward the 

secure and efficient application of AI in the medical field is 

explainable AI, which provides a means to increase the 

openness, credibility, and dependability of AI systems. 

When it comes to patient care, XAI might be a game - 

changer in two areas: the "black box" problem and the 

challenge in understanding judgments generated by AI. To 

realize this potential, scientists, healthcare providers, and 

politicians must collaborate relentlessly to develop and 

implement AI systems that meet the needs of the healthcare 

industry.  

 

Finally, AI in healthcare will not be able to progress without 

explainable AI. It improves confidence and acceptance 

among healthcare professionals, guarantees compliance with 

regulatory and ethical norms, and fulfills the important 

requirement for openness in AI - driven decision - making. 

Although there are obstacles to overcome, XAI is an 

essential field for healthcare research and development 

because of the benefits it provides in areas such as trust, 

ethical decision - making, and patient safety. XAI, a rapidly 

expanding discipline, will shape the future of medical care 

by facilitating the responsible, efficient, and ethical use of 

AI technology in patient care.  

 

In the future, healthcare systems that incorporate explainable 

AI (XAI) have the potential to revolutionize medical 

decision - making by increasing the reliability and openness 

of AI systems. With XAI, healthcare providers can better 

comprehend the reasoning behind AI - driven 
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recommendations, leading to a more team - based approach 

to patient care that leverages both human and technological 

expertise. Better patient outcomes, fewer mistakes, and more 

tailored treatments are all possible results of this human - 

machine synergy. To guarantee that AI - powered healthcare 

solutions are both morally sound and in line with patient - 

centered care's fundamental principles, XAI development 

must continue as the sector embraces AI.  

 

The data management module integrates various healthcare 

data sources such as EHRs, medical imaging, lab findings, 

and wearable devices. This ensures that the data remains 

accessible and consistent across all platforms.  

 

Data preprocessing is responsible for cleaning, normalizing, 

and preparing the data to ensure that the AI models receive 

high - quality, analyzable data.  

1) Privacy and Data Security: Adheres to GDPR and 

HIPAA standards by implementing strong encryption 

and access controls to protect sensitive patient data.  

 

2) The AI model development module, Model Selection, 

creates or modifies AI models with a focus on 

explainability and accuracy. This entails selecting 

algorithms such as decision trees, rule - based systems, or 

understandable neural networks. Improving the Capability to 

Explain: To make AI decisions more clear and easy to 

understand, use techniques like the SHAP method (Shapley 

Additive Explanations), the LIME algorithm (Local 

Interpretable Model - Agnostic Discussions), or models that 

are naturally understandable.  

 

Model Testing and Validation: After training the AI models 

with processed healthcare data, they undergo rigorous 

testing and validation to ensure their accuracy and reliability.  

 

3) User Interface Development with Experience 

Module Dashboards: This step involves creating XAI 

system interfaces and dashboards that healthcare 

professionals can easily utilize. The UI should display clear 

and actionable explanations and insights driven by AI.  

 

The goal of developing visualization tools is to make it 

easier for physicians to understand and implement AI's 

suggestions by visually representing AI judgments and the 

reasons behind them.  

 

By integrating user feedback loops healthcare practitioners 

can continuously enhance the system by providing input 

regarding the AI's effectiveness and explanations.  

 

4) Creating a Bridge Between Different Systems Making 

sure the XAI system works with other healthcare 

technologies like EHRs, diagnostic tools, or clinical decision 

- making systems is what module system integration is all 

about.  

To ensure smooth data interchange and communication 

across various healthcare systems, it conforms to healthcare 

guidelines for interoperability (e. g., HL7, FHIR).  

 

API Development: This process creates the APIs that other 

healthcare apps and services can use to communicate with 

the XAI system.  

 

5) Safetyand Regulation The XAI system must adhere to 

healthcare rules like GDPR in Europe and HIPAA in the 

United States. Module compliance management ensures this. 

Among these responsibilities is the oversight of audit trails, 

data access records, and patient consent. The AI system 

implements ethical standards to guarantee that it works 

equitably across various patient populations and to avoid 

bias in AI decision - making. The AI system continuously 

monitors for indications of security breaches or 

noncompliance, prompting an automated system to take 

action if anything appears unusual.  

 

6) Clinical Training Programs for the Training and 

Support Module: The Training and Support Module 

develops comprehensive training programs to instruct 

healthcare professionals on utilizing the XAI system 

effectively, which includes comprehending AI - driven 

insights and integrating them into clinical procedures. 

Patients can better understand XAI's involvement in making 

trustworthy healthcare decisions and the role of AI in their 

treatment with the help of the resources and tools provided 

by this program.  

 

As required, the system provides users with ongoing support 

in the form of scientific assistance, troubleshooting, and 

system updates for XAI.  

 

7) Cultural Sensitivity Adaptation: This module tailors 

the XAI system to respect various patient populations' 

cultural norms and values by making sure that explanations 

are appropriate.  

 

Campaigns to Inform the Public: Creates programs to 

educate the public about XAI, dispelling myths and 

addressing prevalent worries about AI in health 

 

The Ethical and Social Impact Evaluation regularly assesses 

the XAI system in line with the ideals of transparency, 

fairness, and patient - centered care.  

 

8) Performance Monitoring in the Evaluation and 

Feedback Module: This module continuously assesses the 

XAI system's effectiveness, including its prediction and 

explanation capabilities. Clinical results, mistake rates, and 

user satisfaction are some of the measures used.  

 

To evaluate the system's reliability, efficiency, and usability, 

it collects comments from healthcare practitioners and 

patients. This feedback helps optimize and enhance the 

system.  

 

Using an iterative development approach, the system uses 

operational data and user comments to update and improve 

the XAI system on a regular basis.  

 

9) Deployment and Scalability: This module's goal is to 

plan the XAI system's scalability across a variety of 

healthcare settings, from solo practitioners' offices to 

massive hospital networks.  

 

Deployment Strategy: Develops a staged rollout plan to test 

and optimize the XAI system in different environments 
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before implementing it on a large scale.  

 

Flexible Deployment Options: This solution caters to the 

needs of diverse healthcare organizations by offering a 

variety of deployment options, including cloud - based and 

on - premise deployments.  

 

10) The research and development module: superior 

transparency To ensure that the XAI system remains at the 

cutting edge of technological innovation, researchers are 

always looking for new ways to make AI models more 

explainable.  

 

Partnerships & Collaborations: To improve the XAI system's 

capabilities and tackle new problems, it encourages 

partnerships with universities, research groups, and 

businesses.  

 

Research Projects and Experiments: Performs experimental 

projects and creates case studies to show how the XAI 

system works in actual clinical settings, proving its 

usefulness and potential influence.  

 

These modules form the foundation of an entire XAI system, 

enhancing the effectiveness, dependability, and transparency 

of healthcare decisions through artificial intelligence. Our 

modular approach guarantees a strong, user - friendly 

solution that can bring real improvements in clinical practice 

by tackling the technological, social, and logistical aspects 

of XAI installation.  

 

SystemaArchitecture 

 

 
 

2. Algorithms 
 

Classes based on decision trees 

Decision tree classifiers have found useful applications in a 

wide variety of fields. We use descriptive analysis to gather 

data for decision - making purposes. Training sets can assist 

in building decision trees. Here is the process for generating 

such a set using the objects (S) from the classes C1, C2,. . ., 

Ck:  

 

At first, we'd create a choice tree with S by assigning each 

item in S a class (like Ci) and then labeling each leaf with 

that class.  

 

Step Two: Regardless of the situation, let T represent a test 

that yields results O1, O2,. . ., and On. For each item in S, 

the test divides S into subcategories S1, S2,. . ., Sn, so each 

element in Si has an explanation Oi for T, as there is only 

one potential outcome for T. For every result Oi, we create 

an affiliate branch - based decision using T as the root of a 

tree by repeatedly applying the same process to the 

collection Si.  

 

Maximizing gradients 

A popular machine learning approach, gradient boosting has 

many applications. Regression and classification are among 

these tasks. In order to create a prediction model, it employs 

a group of less robust models, typically decision trees. One 

and two Typically, gradient - boosted trees—the resulting 

algorithm—outperform random forests when a choice tree is 

the underperforming learner. While other boosting 

approaches need a stage - wise construction, gradient - 

boosted tree models allow optimization of any differentiable 

loss function, making them more versatile.  

 

AK - Nearest Neighbors (KNN) map 

We have developed a categorization algorithm that is both 

simple and powerful. The system sorts things according to 
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how similar they are. This is not parametric. Indulgent 

learning I few don't provide the test case, the system doesn't 

engage in learning. We find the K's closest neighbors using 

the initial data when needed to classify newly collected data.  

Non - metric variables used for classification reside in the 

feature space. When learning from examples, it can be 

sluggish since cases near the vector of inputs for testing or 

prediction might not appear in the data set used for training 

right away.  

 

Regression classifiers for logistic 

We investigate the relationship between a collection of 

independent factors and a nest a blushed set of category - 

dependent variables in logistic regression analysis. We use 

logistic regression when the dependent variable has only two 

possible values, such as yes or no. Rced, detached, divorced, 

or widowed are examples of dependent variables that 

multinomial logistic regression frequently handles. While 

the dependent variable data format differs from multiple 

regressions, the procedure's practical application is 

comparable. When it comes to assessing variables with a 

categorical answer, logistic regression is indirect 

competition with discriminate analysis. Logistic regression, 

according to many statisticians, is more flexible and 

appropriate for modeling the majority of cases than 

discriminate analysis. Logistic regression, on the other hand, 

does not assume regularly distributed independent variables, 

unlike discriminator analysis. Using both numerical and 

categorical independent variables, this application calculate 

multinomial logistic regression and binary logistic 

regression. \ Diagnostic residue reports and graphs are part 

of the extensive residual analysis it conducts. You can 

conduct a distinct subset selection search to identify the most 

suitable regression approach with the least number of 

independent variables. ROC curves help find the optimal 

classification cut off point and provide confidence intervals 

on expected values. It can automatically categorize rows that 

were not used in the study, ensuring the accuracy of your 

findings.  

 

Neural Networks 

One supervised learning method that relies on an 

oversimplified premise is the naive Bayes approach. This 

method assumes no relationship between class feature 

presence and absence.  

 

Despite this, it appears to be robust and efficient. When 

compared to other supervising learning methods, its 

performance is on par. For a variety of reasons, the literature 

has advanced. In this tutorial, we emphasize a representation 

bias - based explanation. Along with a linear discriminator 

analysis, logistic regression, and linear SVM, the naive 

Bayes classification algorithm is a type of linear classifier 

(support vector machine). The divergence occurs when the 

classifier's parameters are estimated, also known as the 

learning bias.  

 

Researchers abound with the Naive Bayes classifier, while 

practitioners looking for practical results are less likely to 

employ it. Among its many advantages, researchers have 

noted that it is simple to code and put into practice, has 

easily estimable parameters, learns quickly even on massive 

databases, and outperforms competing methods in terms of 

accuracy. However, users don't get an easy - to - use model 

or see the point of this method.  

 

Generally, outlier detection in predictions employs 

generative methods, which are less effective than 

discriminator methods. On the other hand, discriminator 

methods consume less training data and computer resources, 

which is particularly useful for multidimensional feature 

spaces and when only the posterior odds are required. The 

geometrical equivalent of training a classifier would be to 

find a solution for a multifunction surface that classes the 

feature space optimally. Unlike perceptions and genetic 

algorithms (GAs), commonly used in machine learning for 

classification, SVM consistently yields the same optimal 

hyper plane value. This is due to the fact that SVM solves 

the convex optimization issue analytically. Both the starting 

and ending points of a perception have a significant impact 

on the results. On the other hand, each time we initiate 

training, we modify the parameters of both the perception 

and GA models. A number of hyper planes will satisfy this 

criterion, since GAs and perceptions’ only attempt to reduce 

training error.  

 

3. Conclusion 
 

Integrating XAI into healthcare is a huge step forward in 

connecting complicated AI models with the requirement for 

openness in healthcare decision - making. XAI, which 

addresses the opacity of typical AI systems, empowers clear, 

comprehensible insights that improve clinical decision - 

making and patient outcomes. This project's strong 

foundation of cutting - edge hardware and advanced 

software tools guarantees the XAI system's ability to handle 

massive amounts of data in real time while keeping sensitive 

information safe and in line with healthcare rules. With state 

- of - the - art machine learning and artificial intelligence 

frameworks integrated with scalable cloud computing 

capabilities, the system is well - suited to tackle the 

challenges posed by contemporary healthcare settings.  

 

Fostering confidence and cooperation among every 

stakeholder, including doctors, patients, and AI developers, 

is crucial to ensuring the effective operation of this expanded 

XAI system. Technical quality is also important. The goal of 

the project is to build a system that is simple to use and 

powerful, and to achieve this, the team is concentrating on 

user - centered ethical issues and continual iterative 

improvements. This project's XAI system will be an 

essential resource for the future of healthcare as AI becomes 

more pervasive. It will allow doctors to provide better, more 

tailored care while keeping patients informed about their 

treatments. In the long run, this method helps make 

healthcare more open, efficient, and focused on the needs of 

individual patients.  

 

References 
 

[1] Amershi, S., Weld, D. S., Vorvoreanu, M., Fourney, 

A., Nushi, B., Collisson, P.,. . . & Horvitz, E. (2019). 

Guidelines for human - AI interaction. In Proceedings 

of the 2019 CHI Conference on Human Factors in 

Computing Systems (pp.1 - 13).  

[2] Binns, R., Veale, M., VanKleek, M., & Shadbolt, N. 

Paper ID: SR25124103755 DOI: https://dx.doi.org/10.21275/SR25124103755 1159 

http://www.ijsr.net/


International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

Impact Factor 2024: 7.101 

Volume 14 Issue 1, January 2025 
Fully Refereed | Open Access | Double Blind Peer Reviewed Journal 

www.ijsr.net 

(2018). 'It's reducing a human being to a percentage': 

Perceptions of justice in algorithmic decisions. In 

Proceedings of the 2018 CHI Conference on Human 

Factors in Computing Systems (pp.1 - 14).  

[3] Caruana, R., Lou, Y., Gehrke, J., Koch, P., Sturm, M., 

&Elhadad, N. (2015). Intelligible models for 

healthcare: Predicting pneumonia risk and hospital 30 - 

day readmission. In Proceedings of the 21thACM 

SIGKDD International Conference on Knowledge 

Discovery and Data Mining (pp.1721 - 1730).  

[4] Doshi - Velez, F., & Kim, B. (2017). Towards a 

rigorous science of interpretable machine learning. 

arXiv preprint arXiv: 1702.08608.  

[5] Esteva, A., Kuprel, B., Novoa, R. A., Ko, J., Swetter, 

S. M., Blau, H. M., & Thrun, S. (2017). Dermatologist 

- level classification of skin cancer with deep neural 

networks. Nature, 542 (7639), 115 - 118.  

[6] Gunning, D., & Aha, D. (2019). DARPA's explainable 

artificial intelligence (XAI) program. AI Magazine, 40 

(2), 44 - 58.  

[7] Holzinger, A., Langs, G., Denk, H., Zatloukal, K., & 

Müller, H. (2019). Causability and explainability of 

artificial intelligence in medicine. Wiley 

Interdisciplinary Reviews: Data Mining and 

Knowledge Discovery, 9 (4), e1312.  

[8] Lundberg, S. M., & Lee, S. I. (2017). A unified 

approach to interpreting model predictions. In 

Proceedings of the 31st International Conference on 

Neural Information Processing Systems (pp.4765 - 

4774).  

[9] Ribeiro, M. T., Singh, S., &Guestrin, C. (2016). 

"Whyshould I trust you?"Explaining the predictions of 

any classifier. In Proceedings of the 22nd ACM 

SIGKDD International Conference on Knowledge 

Discovery and Data Mining (pp.1135 - 1144).  

[10] Wachter, S., Mittelstadt, B., &Floridi, L. (2017). Why 

a right to explanation of automated decision - making 

does not exist in the general data protection regulation. 

International Data Privacy Law, 7 (2), 76 - 99.  

Paper ID: SR25124103755 DOI: https://dx.doi.org/10.21275/SR25124103755 1160 

http://www.ijsr.net/



