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Abstract: Vision LLMs are trained on vast datasets containing paired image-text samples, allowing them to perform tasks such as image 

captioning, visual question answering (VQA) and multimodal reasoning. These Models (Vision LLMs) mark a transformative leap in 

artificial intelligence by merging visual and linguistic understanding, enabling seamless human-machine communication, power 

groundbreaking applications-from automated diagnostic reporting in healthcare to real-time scene analysis in autonomous systems. Yet, 

key challenges remain, including computational inefficiency, embedded biases in training data and limited interpretability which currently 

restrict broader deployment. Cutting-edge research is tackling these obstacles through optimized model architectures, fairness-aware 

dataset curation and advanced explainable AI methods. As these advancements progress, Vision LLMs are poised to revolutionize AI-

driven solutions across industries such as healthcare, robotics, autonomous vehicles. Their continued evolution is redefining the landscape 

of interdisciplinary AI, fostering more intuitive, ethical and scalable intelligent systems. This article provides an overview of Vision LLM 

architectures, their applications and the challenges they face and case study of how building of AI Models through visionLLM may help 

IndoAI AI camera system. 
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1. Introduction 
 

The rapid advancement of artificial intelligence has 

significantly transformed several key domains, including 

computer vision, natural language processing and geospatial 

applications [1] [2]). The emergence of Large Language 

Models (LLMs) has altered the course of the AI revolution 

and its integration with Computer Vision is teaching 

enterprise AI how to both see and speak [3]. Prior to 2023, 

large language models (LLMs) such as GPT-3 and LLaMA 

operated exclusively on textual data, require separate 

computer vision systems for any image processing tasks, it 

could not analyze images, videos directly or interpret visual 

context without human-provided descriptions and unable to 

perform tasks requiring spatial reasoning (e.g., object 

detection). These constraints significantly restricted the real-

world applicability of even advanced LLMs like GPT-4 [4] 

and LLaMA [5], despite their remarkable performance on 

text-based tasks and also this division created substantial 

challenges in developing truly integrated multimodal AI 

systems. Visual-language models [6] have emerged as a 

powerful tool for learning a unified embedding space for 

vision and language. The emergence of Vision-Language 

Models (VLMs) has begun to address these limitations by 

integrating convolutional neural networks (CNNs) or vision 

transformers (ViTs) with traditional LLM architectures [7]. 

 

Below figure [7] of evolution of VLMs includes three phases: 

conventional VLMs (before 2018), emerging VLMs (2018-

2022), and VLLMs (2022 onward). 

 

 
 

To address the limitations in human-like cognitive processing, 

researchers [8] have developed Vision-Language Models 

(VLMs) - an advanced class of neural networks that achieve 

multimodal understanding by jointly processing visual and 

textual data. These models demonstrate exceptional 

capabilities in cross-modal comprehension and generation, 

enabling sophisticated functionality across key tasks 

including visual question answering, image captioning, and 

text-to-image generation. By effectively bridging visual and 

linguistic modalities, VLMs represent a significant 
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breakthrough in artificial intelligence, offering unprecedented 

performance in interpreting and generating multimodal 

content through their deeply integrated architecture. 

 

Vision LLMs overcome previous barriers through: 

• Training on massive datasets of paired image-text samples 

[9] 

• Development of sophisticated multimodal architectures 

[10] 

• Capabilities extending to complex tasks like image 

captioning and visual question answering 

2. Architecture of Vision LLMs 
 

Vision language models, according to Nvidia [11] are 

multimodal AI systems built by combining a large language 

model (LLM) with a vision encoder, giving the LLM the 

ability to “see.” With this ability, VLMs can process and 

provide advanced understanding of video, image, and text 

inputs supplied in the prompt to generate text responses. 

 

 
 

Overall architecture of the proposed by authors [12] Vision 

LLM consists of three parts: a unified language instruction 

designed to accommodate both vision and vision-language 

tasks, an image tokenizer that encodes visual information 

guided by language instructions and an LLM-based open 

ended task decoder that executes diverse tasks defined by 

language instructions. 

 

Thus, Vision LLMs typically consist of two main components 

and LLM: 

 

2.1 Visual Encoder 

 

The visual encoder processes raw images into a structured 

representation. Common approaches include: 

• Convolutional Neural Networks (CNNs): Convolutional 

neural networks (CNNs) are one of the main types of 

neural networks used for image recognition and 

classification [13]. Traditional models like ResNet [63] 

extract hierarchical features from images. 

• Vision Transformers (ViTs): Introduced by [14] ViTs 

apply self-attention mechanisms to image patches, 

improving scalability and performance. Image 

recognition tasks that play an important role in digital 

health applications [15]. Vision Transformers (ViT) have 

emerged as a promising option for convolutional neural 

networks (CNN) for image analysis tasks, offering 

scalability and improved performance [16] 

 

2.2 Language Model Integration 

 

The encoded visual features are fused with a pre-trained LLM 

(e.g., GPT, BERT) using cross-modal attention mechanisms. 

Popular approaches include: 

• Flamingo [17]: A model that Bridge powerful pretrained 

vision-only and language-only models [18] and 

interleaves visual and textual tokens for seamless 

multimodal processing. Alayrac et al [17] presented 

Flamingo, a new class of visual-language AI systems 

designed to master both images and text which solves 

three fundamental challenges: (1) connecting state-of-

the-art vision and language models, (2) processing mixed 

media content (like alternating images and text) and (3) 

working with both photos and video clips. This unique 

flexibility allows Flamingo to learn from massive online 

datasets containing random mixes of pictures and words 

- the key to its remarkable ability to quickly adapt to new 

tasks with just a few examples. 

• BLIP-2 [19]: Uses a lightweight querying transformer to 

align visual and language features efficiently. BLIP-2 is 

a scalable multimodal pre-training method that enables 

any LLMs to understand images while keeping their 

parameters entirely frozen. It effectively Bootstraps 

Language-Image Pre-training with frozen image 

encoders and frozen LLMs [20]. Dzabraev et al [21] 

present an unsupervised method for enhancing an image 

captioning model (BLIP2) using reinforcement learning 

and vision-language models like CLIP and BLIP2-ITM 

as reward models [21]. 

 

3. Training Datasets for Vision LLMs 
 

The effectiveness of Vision-Language Models (VLMs) is 

fundamentally tied to the datasets they are trained on. The 

progress in vision-language models (VLMs) has been 

intrinsically linked to the availability of large-scale datasets 

[22]. These models require massive, high-quality multimodal 

datasets that pair visual content (images/videos) with relevant 

textual descriptions. Pre-trained vision and language models 

[23, 24] have demonstrated state-of-the-art capabilities over 

existing tasks involving images and texts, including visual 

question answering [26]. The authors [25] assume that the 

visual concepts, if captured by pre-trained VLMs, can be 

extracted by their vision-language interface with text-based 

concept prompts.  

Below are the key datasets, their characteristics and 

associated challenges. 

3.1 Common Types of Training Data 
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Since 2020, most LLM builders compose their training data 

with two types of datasets: targeted sourced data and broad 

chunks of web crawl data [27]. 

 

Vision LLMs typically train on: 

a) Web-Scraped Data: Web scraping is a powerful 

technique that extracts data from websites, enabling 

automated data collection, enhancing data analysis 

capabilities and minimizing manual data entry efforts 

[28].  

• Billions of image-text pairs from public web sources 

(e.g., LAION-5B). 

• dataset consisting of 5.85 billion CLIP-filtered 

image-text pairs, of which 2.32B contain English 

language [29] 

b) Curated Datasets: Human-annotated collections (e.g., 

COCO, Flickr30k) with precise captions- COCO 

Annotator is an image annotation tool that allows the 

labelling of images to create training data for object 

detection and localization [30] and authors undertook a 

comprehensive reevaluation of the COCO segmentation 

annotations. By enhancing the annotation quality and 

expanding the dataset to encompass 383K images with 

more than 5.18M panoptic masks, introduced 

COCONut, the COCO Next Universal segmenTation 

dataset [31]. On the other, authors [32] took a step 

further in pushing the limits of vision-and-language pre-

training data by relaxing the data collection pipeline 

used in Conceptual Captions 3M (CC3M) [32] and 

introduced the Conceptual 12M (CC12M), a dataset 

with 12 million image-text pairs specifically meant to 

be used for vision-and-language pre-training [33]. 

c) Instruction-Tuning Data: Task-specific examples (e.g., 

visual question-answering pairs from VQA-v2). This 

dataset contains twice as many question-answer pairs as 

the old version, with 200K images and 1.1M question-

answer pairs. Each image has three questions, and each 

question also has ten answers. VQA v2.0 has both open-

end and multiple-choice questions [34]. 

 
Dataset Size Description Use Case 

LAION-5B 5.8B image-text pairs Web-crawled, filtered for quality Pretraining general VLMs 

COCO 330K images Human-annotated with detailed captions Fine-tuning, evaluation 

Conceptual Captions 3.3M images Alt-text derived from web images Pretraining 

VQA-v2 1.1M Q&A pairs Questions about COCO images Instruction-tuning for reasoning 

 

4. Data Challenges 
 

4.1 Scale vs. Quality Trade-off 

 

The trade-off between scale and quality in datasets is a 

fundamental challenge in training machine learning models 

[35], particularly for large-scale applications like computer 

vision or natural language processing. Web-sourced datasets, 

such as LAION (Large-scale Artificial Intelligence Open 

Network), offer immense scale—billions of image-text pairs 

scraped from the internet. This offers models to learn from 

diverse, real-world data, capturing a wide range of patterns 

and representations. However, this comes at the cost of noise: 

web data often includes mislabeled, low-quality or irrelevant 

content and that this large-scale dataset is non-curated [36]. 

For instance, LAION’s reliance on web crawls means it 

inherits inconsistencies like incorrect captions or poor image 

resolution, which can degrade model performance if not 

filtered effectively. 

 

In contrast, curated datasets like COCO [37] (Common 

Objects in Context) prioritize quality over quantity. COCO 

contains around 330,000 images with detailed annotations 

(e.g., object segmentation, captions) crafted by human 

annotators. This precision makes it ideal for tasks requiring 

high accuracy, such as object detection, but its smaller size 

limits the diversity of scenarios it covers. The trade-off is 

evident in practice: models trained on LAION might 

generalize better across varied inputs, while those trained on 

COCO excel in controlled, well-defined tasks. Research [38], 

emphasizes the value of scale for pre-training, while [39] who 

introduced COCO, highlight the importance of clean 

annotations for benchmarking. Training multimodal models 

requires massive computational resources, limiting 

accessibility [40]. The black-box nature of deep learning 

models makes it difficult to understand their decision-making 

processes [41]. 

 

4.2 Bias Propagation 

 

Vision LLMs inherit biases from training datasets, leading to 

skewed outputs [42]. A classic case is seen in datasets like 

COCO or ImageNet, where captions or labels might 

disproportionately associate certain professions e.g. "nurse" 

with women, "engineer" with men [43] based on the images 

collected. This reflects real-world biases present in the source 

material, such as media or user-generated content. Studies 

like those by [44] on gender bias in visual datasets 

demonstrate how co-occurrences in training data (e.g., 

"woman" and "cooking") lead models to overgeneralize these 

patterns, even when they don’t hold universally. 

 

4.3 Licensing Issues 

 

Dataset licensing is currently an issue in the development of 

machine learning systems [45]. A significant hurdle is the 

absence of widely accepted, standardized contractual 

frameworks (i.e. data licenses) [46]. Licensing forms a 

significant hurdle for many datasets, especially those from 

web scraping. LAION has faced legal scrutiny because it 

includes images and text pulled from the public internet, often 

without explicit consent from copyright holders. This was a 

flashpoint in 2023 when artists and photographers raised 

concerns about their work being included in AI training sets 

without permission, sparking debates over intellectual 

property in the AI era. The court ruled that AAION did not 

infringe – this first court test of the EU legal framework for 

AI training’s good news for LAION and anyone interested in 

training data transparency in general [47]. While ruling ‘fair 

use’ for research is acceptable but the lack of clear licensing 

agreements leaves its usage legally ambiguous.  
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MS COCO images dataset is licensed under a Creative 

Commons Attribution 4.0 License [48], thus COCO, not 

immune to licensing questions, benefits from a more 

controlled creation process—images were sourced with 

annotations added under Microsoft’s oversight, providing 

clearer usage terms. The uncertainty forces researchers and 

companies to navigate a patchwork of laws, risking future 

challenges. 

 

Summarizing the key challenges in Vision LLM datasets: 

Challenge Description Examples 

Scale vs. Quality 

Trade-off 

Large-scale web datasets offer breadth but suffer from noise 

and inaccuracies, while manually curated datasets are high-

quality but limited in diversity and volume. 

LAION-5B (noisy web data) vs. COCO (clean 

but small-scale annotations). 

Bias Propagation 

Datasets often encode and amplify societal biases, leading to 

skewed model outputs (e.g., gender, racial, or cultural 

stereotypes in generated captions). 

Gender bias in occupation descriptions (e.g., 

"nurse" vs. "doctor" associations). 

Licensing Issues 
Legal ambiguities around dataset provenance and copyright 

compliance pose risks for commercial deployment. 

LAION lawsuits over copyrighted image 

scraping; CC12M’s non-commercial restrictions. 

 

4.4 Application of Vision LLM 

 
Domain Application Description 

Healthcare Medical Image Analysis 
Vision LLMs assist radiologists by generating diagnostic reports from X-rays and 

MRIs [49]. 

  Surgical Assistance Real-time vision-language models provide guidance during robotic surgeries [50]. 

  
Disease Progression 

Tracking 

Analyzes medical images over time to monitor conditions like tumors or 

degenerative diseases [51]. 

 Reading Medical data 
developing VLMs to harness multimodal medical data for improved healthcare 

applications [52]. 

Autonomous Systems Self-Driving Cars 
Vision LLMs enhance scene understanding by interpreting traffic signs and 

pedestrian movements [53,54] 

  Robotics Robots use Vision LLMs for object manipulation and human-robot interaction [55]. 

 

5. Future Directions 
 

Future research in Vision Large Language Models (LLMs) is 

poised to address their utility and accessibility. One is 

efficient training techniques, particularly through model 

distillation [56]. Distillation involves smaller ‘student’ 

models learning from larger and better ‘teacher’ models [64]. 

This approach involves transferring knowledge from a large, 

computationally intensive "teacher" model to a smaller, more 

efficient "student" model, this will reduce significant 

computational costs and energy demands associated with 

training massive Vision LLMs, making them more practical 

for widespread use without sacrificing performance [57]. 

DeepSeek used its own AI model, DeepSeek V3, along with 

other advanced AI models, to create 800,000 step-by-step 

reasoning examples (Chain of Thought). These examples 

were then used to train and improve DeepSeek R1 through 

reinforcement learning, helping it become smarter and more 

accurate. 

 

Vision LLMs, which integrate visual and textual data, often 

inherit biases from their training datasets—such as skewed 

representations of gender, race, or culture. Future efforts may 

prioritize fairness-aware training protocols, incorporating 

techniques like adversarial debiasing or balanced dataset 

curation [58]. These methods aim to fostering trust and ethical 

deployment in sensitive applications like healthcare or hiring. 

 

Finally, optimizing Vision LLMs for edge devices [59,60]—

such as smartphones or wearable—requires lightweight 

architectures and low-latency inference. This could enable 

applications like autonomous navigation or augmented reality 

to operate seamlessly in dynamic environments without 

relying on cloud computing. Model compression techniques 

such as quantization, pruning and hardware-aware design will 

likely play a role in achieving this, balancing speed and 

accuracy [61]. Together, these advancements promise to make 

Vision LLMs more efficient, fair and responsive, unlocking 

their potential across diverse real-world scenarios while 

addressing current limitations. 

 

6. Conclusion 
 

Vision LLMs now a groundbreaking advancement in AI, 

merging visual and linguistic understanding to enable more 

intuitive human-machine interactions. While challenges 

remain, ongoing research in efficiency, fairness and 

interpretability will further enhance its capabilities. As these 

models evolve, they will play an increasingly vital role in AI-

driven applications across industries. By combining computer 

vision with natural language capabilities, these models enable 

applications such as diagnostic report generation in healthcare 

and scene interpretation in autonomous systems. However, 

challenges persist, including computational inefficiency, 

biases in training data and limited interpretability, which 

hinder widespread adoption. Ongoing research aims to 

enhance efficiency through optimized architectures, improve 

fairness via balanced datasets and increase interpretability 

with explainable AI techniques. As these issues are addressed, 

Vision LLMs are expected to play a critical role in AI-driven 

applications across diverse sectors, including healthcare, 

robotics, etc shaping the future of interdisciplinary AI 

innovation. 

 

7. IndoAI’s Implementation of Vision LLMs in 

AI-Powered Imaging Systems [62] 
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The integration of Vision LLMs into real-world systems 

represents a significant milestone in multimodal AI research. 

IndoAI, an emerging leader in applied artificial intelligence, 

is pioneering the deployment of Vision LLMs to develop 

next-generation AI models for its intelligent imaging 

solutions, particularly in its flagship IndoAI AI Camera 

platform. This implementation demonstrates the practical 

viability of Vision LLMs beyond theoretical frameworks, 

offering insights into scalability, efficiency and real-time 

performance. 

 

7.1 Vision LLM as a Foundational Framework 

 

IndoAI’s approach leverages Vision LLMs to bridge visual 

perception and linguistic reasoning, enabling AI systems to 

perform context-aware scene interpretation. Unlike 

conventional vision models that operate in a unidirectional 

(image-to-label) manner, IndoAI’s architecture employs 

bidirectional vision-language alignment, allowing: 

• Dynamic scene description generation (e.g., automated 

security logs, industrial inspection reports) 

• Query-based visual reasoning (e.g., "Identify anomalies in 

this machinery scan") 

• Multimodal knowledge retrieval (cross-referencing visual 

inputs with textual databases) 

 

This framework aligns with recent advancements in large 

multimodal models (LMMs) but focuses on edge deployment, 

optimizing for latency and computational efficiency—a 

critical requirement for embedded AI camera systems. 

 

7.2 Case Study: IndoAI AI Camera 

 

The IndoAI’s edge AI Camera serves as a testbed for 

evaluating Vision LLM performance in practical settings. Key 

functionalities include: 

• Automated Visual Reporting: Generating structured 

narratives from live footage (e.g., "Construction site safety 

audit: 2 workers detected without helmets; stranger in the 

premises"). 

• Interactive Querying: Enabling users to interrogate visual 

data via natural language (e.g., "List all vehicles not of this 

campus;"). 

• Predictive Diagnostics: Early detection of anomalies in 

healthcare imaging or manufacturing quality control, 

supplemented by textual recommendations. 

 

7.3 Future Work and Broader Implications 

 

IndoAI’s ongoing research focuses on: 

• Lightweight cross-modal architectures for resource-

constrained devices. 

• Continual learning to adapt Vision LLMs to evolving 

environments. 

• Ethical AI governance frameworks for responsible 

deployment. 

 

This case study explains the transformative potential of 

Vision LLMs in industrial and consumer applications, while 

highlighting the need for further research into robustness, 

scalability and user trust. As Vision LLMs mature, IndoAI’s 

work provides a blueprint for transitioning from lower scale 

models to mission-critical systems, especially in edge 

computing. 
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