
International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Impact Factor (2012): 3.358 

Volume 3 Issue 11, November 2014 
www.ijsr.net 

Licensed Under Creative Commons Attribution CC BY 

Statistical Modeling of Electricity Prices using 
Time Series Model 

 
Mwangi Charles1, Prof. Ali Islam2, Dr Luke Orawo3, Olivia Wanjeri4 

 
Egerton University, Nakuru Kenya, P.O Box 536, Egerton 

 
 
Abstract: Forecasting electric power prices of a competitive market is important to providing estimates of electricity prices for future 
days. Forecasting results can be used by generation companies for bidding in the market strategically. The forecast can also be used by 
the transmission companies can plan a head for scheduling short-term generator outages and design load response programs. The aim 
of this study is to determine the best model for forecasting the prices of electricity in a competitive market. Thus, we will compare the 
AR, MA, GARCH, and ARCH model. The study also aims at providing the estimates of electricity prices based on the best model. Other 
variables that provide energy in the industries will be used to test on the validity of the model. The ARMAX model indicated to be the 
better than the GARCH model in modeling the electricity prices. 
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1. Introduction 
 
Electricity price forecasting plays an important role in power 
planning systems, operation, risk assessment and other 
decision making [1]. A lot of uncertainties accompany 
decision making in electricity markets which affect prices, 
demand, intermittent production and even equipment 
availability. Hence, many problems that accompany the 
decision making include; electricity producers offering in 
the markets, energy procurement for consumers, future 
market trading for producers and consumers and others [2]. 
Also, operations and strategic planning account on the 
following factors of uncertainties: Product prices for 
electricity, World market prices for primary energy carriers, 
Technology, Regulations, including environmental policies, 
Competitors’ behavior, Availability of plants, Demand 
growth etc. 
 
Time series analysis provides an adequate modeling 
framework in which problems of decision making under 
uncertainty are properly formulated [3]. Furthermore, the 
importance of forecasting electricity price is that producer 
needs day-ahead price forecasts to optimally self-schedule 
and to derive its bidding strategy in the pool. Similarly, once 
a good next day price forecast is available, large consumers 
can derive a plan to maximize its own utility using the 
electricity purchased from the pool. Hence, a feasible and 
practical method for price forecasting will certainly bring 
out safe and reliable supply of electricity at competitive 
prices.  
 
Present research focuses on modeling seasonal and cyclic 
pattern in electricity prices. Less attention has been laid on 
the volatility of electricity prices which is very important in 
energy industry stakeholders’ decisions. Electricity prices 
are the most volatile compared to any other energy 
commodity like; gas price, TSX-index and oil price. 
 
2. Literature Review 
 
Different method have been applied to forecast the prices 
Forecasting performance of conditional variance equations 
across models using the procedure proposed by [3] were 

evaluated by [4]. Different model like GARCH model, 
ARIMA Model, Wavelet transform model has been used to 
forecast the prices in the energy sector. 
 
3. ARMAX Time Series Analysis  
 
ARMAX is often described as modeling time-series with an 
exogenous variable or as it’s called Auto Regressive moving 
average model with exogenous inputs [5]. In [5], they 
present several models of data analysis of time series when 
there are several time series in the process. 
 
The first model by [5] present is very similar to a regression 
model for time series. The model equation takes the form: 
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In this model, Y is the response variable, and there are n 
predictors, each with t measurement points. Finally, time is 
added as a component that is regressed against, as if time 
was just another linear prediction variable. 
 
A second model that is more in keeping with ARMA 
modeling is Vector Auto regression. A working conceptual 
definition could be multivariate regression of time series. 
The equation to represent this model with i=1,…,t and 
j=1,...,k is: 
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Or in matrix notation: . In this model 
we assume cov(ωsi,ωtj) = σij for all s=t or 0 otherwise. 
However, again this model is not quite what is desired, as 
the representation is of all three variables as if they were of 
equal importance when forecasting. Our goal is to have a 
single response variable and multiple predictors working in 
conjunction with the usual ARMA machinery. 
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The ARMAX model as defined by Shumway and Stoffer 
may also be referred to as VARMAX in the literature. For 
the full model there is a k dimensional set of response 
variables with an r dimensional vector of inputs represented 
as: 
 

 
 
Where yt is a vector of the response variables at time t, Φ 
and Θ are ARMA coefficients for each of the response 
variables, u is a vector made up of exogenous variables that 
are used to model and trend in the process and Γ is a k×r 
matrix representing the regression coefficients of the 
exogenous terms. 

 
4. Data and Methodology 
 

The model is assumed to have the optimal combination of 
the following components: 
 
1) Autoregressive terms, simple ones and seasonal ones, 
2) Moving average terms, 
3) Stochastic volatility, 
 
We choose the ARMAX(R, M, N) + GARCH (P, Q) as the 
modeling framework. The equation of the model is 
described in the next session. The analysis has been 
implemented in Matlab scripts. Script 1 performs estimation 
of many candidate models, model selection and forecasting 
of the electricity price. The analysis has been performed on 
the daily data of the relevant variables covering the 
historical period of May 1, 2002 – November 29, 2012. 
Altogether, we have 2659 observations. 
 
 

4.1 Model Description 
 
As the modeling framework we choose ARMAX(R, M, N) + GARCH (P, Q). It means that the dependent variable Y follows 
the equation: 

             (1)
 
where 
εt is white noise - uncorrelated stationary process with zero mean. Process εt is assumed to have stochastic volatility of the 
GARCH(P,Q) form: 

  
                         (2)

Variables X1, ... , XN are some transformations of oil price, 
gas price, TSX index, GDP and bank rate. In the equation 
above different terms are highlighted in different colors: 
 
• Autoregressive terms – dark blue 
• Moving average terms – light blue 
• Predictors – green, 
• GARCH terms – brown, 
• ARCH terms – red. 
 
The residuals εt are assumed to follow T-distribution with 
degrees of freedom ν 
 
5. Results and Discussions 
 

Data 
Months Electricity Prices 

May 17.03 
June 16.16 
July 13.8 

August 13.56 
September 7.43 

October 7.26 
November 12.78 
December 12.28 
January 13.61 
February 13.29 
March 18.09 
April 17.77 
May 14.9 
June 14.83 

MayMarJanNovSepJulMay

18

16

14

12

10

8

6

Month

e
le

c
tr

ic
it

y
 p

ri
c
e

s

trend plot of electricity prices

 
5.1 Stationarity 
 
Broadly speaking, a time series is said to be stationary if 
there is no systematic change in the mean (no trend). If there 
is systematic change in variance and is strictly periodic 
variations (seasonal and cyclic component) are removed. 
Most of probability theory of time series analysis is 
concerned with stationary time series and for this reason 
time series analysis requires one to change a non-stationary 
time series to a stationary time series analysis so as to use it. 
In this study we plot the variables and test their stationarity 
using a particular variation of unit root test- the Augmented 
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Dickey-Fuller test. From the analysis of stationary of the 
time series of variables Electricity_Price, Oil_Price, 
Gas_Price, and TSX_Index. The plots of these variables 
show clearly that the variables oil prices, gas prices, and 
TSX index are non-stationary. To be in a position to use 
these variables in time series analysis, we considered several 
transformations to change them to stationary time series. A 
logarithm transformation of the variables oil price, gas price, 
and TSX index was conducted to change the time series to 
stationary. And according to the plot and the Augmented 
Dicker-Fuller tests, the transformed variables are stationary 
and ready to be used in the model, from the statistical point 
of view. Further analysis of this work is focused on the 
electricity prices. The autocorrelation and the partial auto 
correlation analysis of electricity variable are run. Despite 
the electricity variable being stationary, it exhibiting 
complicated autocorrelation (ACF) and partial 
autocorrelation structures (PACF) that consist of seasonal 
lags 
 
The diagrams below shows the auto correlation functions 
and partial autocorrelation function of the electricity prices 
exhibit some seasonal effects. 

 

 
 
To remove the seasonal effects we conduct one lag 
differencing step, which is we subtract the previous day 

price with the current day’s price. From the differenced 
electricity prices, we computed the ACF and the PACF. 
From this differenced electricity price the seasonal effect are 
very minimal and the plot of the ACF and the PACF clearly 
shows that. 
 
The plots of the partial autocorrelation function and the 
autocorrelation function for the differenced electricity 
prices. 

 

 
 
The autocorrelation function and the partial autocorrelation 
function plot, we see that the electricity prices before 
differencing were not stationary but after the differencing 
the changed electricity prices we stationary. Thus we used 
the differenced electricity prices to for further analysis and 
determine the best model for analysis. 
 
6. Main Results 
 
In this part we investigate different models by estimating 
them using the method of maximum likelihood. To 
determine which the best model is we ranked the model on 
the bases of the Akaike information criterion (AIC) and the 
Bayesian information Criterion (BIC). In this case the model 
that had the lowest AIC score was selected to be the best 
model. Also the model with the lowest BIC score was 
selected to be the best. Further, on these best model we look 
at the following properties; relatively low AIC an BIC 
scores, the residuals are uncorrelated, the models is 
stationary and leads to stable forecasts and finally the 
significant of the coefficients at 5% significant level 
according to the likelihood ratio tests. The model selection 
for both the electricity prices and the electricity price change 
was done for different combinations of the R, M, P, Q and 
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the seasonal lags to determine the model whose coefficients 
are significant. The following combinations of the R= 2, 3, 
4: M=1, 2.3; P=2, 3; Q=1,2 and the seasonal lag from the 
subsets (11, 21, 84,126, 252). The seasonal lags corresponds 
to 11 days that is half a month, 21 days 1 month ,84 days 4 
months, 126days 6 month and finally 252days corresponds 
to 1 year. Majority of the model selected failed the Ljung-
Box-Pierce Q-test for the departure from the randomness 
based on the autocorrelation function of the residuals. Some 
of the model captured the autocorrelation structure and 
passed the Ljung-Box pierce Q-test, thus led to non-
stationary solutions with explosives forecast. When the 
electricity change is used as the dependent variable in the 
model and tested on the entire 1152 candidate model. We 
find that the BIC perform better than the AIC. Thus we use 
the BIC to select the optimal model. The following results 
are obtained and used to select the best model. 
 
Mean: ARMAX(2,2,5); GARCH(2,1) 
Conditional Probability Distribution: T 
Number of Model Parameters Estimated: 15 
 

 
 
From the above analysis the seasonal lags analysis was 
statistically insignificant. The residuals also exhibited no 
autocorrelation, according to the plot of the autocorrelation 
function and the partial autocorrelation functions as show in 
the diagrams below. 
 
For the refinement of the optimal model, the predictor 
variables that are highly insignificant are dropped. In the 
predictor variable TSX-index log return and the second 
moving average term are still insignificant. We obtain 
further analysis by dropping either of the two components 
and the analysis still shows that the model parameters of the 
predictor variables are insignificant. From this analysis we 
conclude that both the TSX index log return and the second 
moving average must be dropped. On dropping the TSX 
index log return and the second order moving average terms, 
all the remaining terns in the model are statistically 
significant at 5% level of significant. Further dropping of the 
remaining terms lead to contradiction of the likelihood ratio 
tests and an increase in the value of the AIC and the BIC 

values. By analysis the stability of the coefficient estimates 
of the optimal model by estimating it on different historical 
sub-intervals, the coefficients estimates do not have much 
variations. Thus, we accept that the optimal model is 
attained. The following is the optimal model. From the 
results of the Ljung-Box pierce Q-test was used to show the 
residuals exhibit no autocorrelation as follows. 
 

 
 
A plot of the autocorrelation function and the partial 
autocorrelation function that shows no correlation 
coefficient are shown below. From the above analysis, the p-
values are greater than the significant level of 0.05, thus we 
fail to reject the hypothesis that the data fit the model and 
conclude that the models significantly fit the data and there 
is no autocorrelation  
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Residuals from the Optimal Model: Mean: ARMAX(2,1,2); Variance: GARCH(2,1)
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Residuals from the Model Favored by BIC: Mean: ARMAX(2,2,5); Variance: GARCH(2,1)

From the above plot there are about 5% of the point are 
outside the bands, which implies that the hypothesis that the 
autocorrelation and the partial autocorrelation of the 
residuals are zero is justified. 
 
6.1 Forecast 
 
Forecast of the electricity prices using ARMAX and 
GARCH models. 
Sl. No. 

 
Average month 

observation(2014) 
Observed 
electricity 

prices 

Forecast of electricity price 
ARMAX(2,1,2) GARCH(2,1) 

model 
1 January 13.61 10.6812 10.82 
2 February 13.29 10.4116 11.35 
3 March 18.09 10.1488 11.66 
4 April 17.77 9.8926 12.77 
5 May 14.90 9.6429 13.66 
6 June 14.83 9.3995 14.14 

MAPE   0.186256 0.338854 
RMSE   3.649345 4.4568461 
 
From above table, the ARMAX (2,1,2) had the lowest root 
mean square error and the mean absolute percentage error 
that GARCH (2, 1) model. This indicates that the ARMAX 
is a better model in forecasting the electricity prices than the 
GARCH model when there exist exogenous variables.  
 
7. Discussion and Conclusion 
 
From the above analysis of the electricity price change, the 
most optimal model is the ARMAX (2,1,2); GARCH(2,1). 
Further analysis indicate that the sum of the coefficients on 
the lagged squared error and the lagged conditional variance 
was high and close to unity for GARCH(2,1) and 
ARMAX(2, 1, 2) model. This indicates a high degree of 
persistence in conditional volatility at Saudi Arabia 
electricity prices. Thus, the best optimal model for the 
electricity price change was identified as the GARCH(2, 1), 
while ARMAX(2, 1, 2) was the best model to predict the 
electricity prices using the oil log return and the gas log 
return as the only predictors. 
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