Various Shape Descriptors in Image Processing – A Review
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Abstract: Images have different features associated to them. Shape is an important visual feature in an image. It plays a vital role in Content Based Image Retrieval (CBIR). There are many shape descriptors that can be used in image processing. This paper presents a study on different shape descriptors. We have reviewed the contour based shape descriptors like Fourier Descriptors, Curvature Scale Space Descriptors and region based shape descriptors like Angular Radial Transform (ART), Image Moment Descriptors, Zernike Moments descriptors (ZMD), Geometric Moments Descriptors (GMD) and Grid Descriptors (GD). The advantages and disadvantages of these shape descriptors are also discussed.
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1. Introduction

The different features related to images are texture, shape, color etc. Images when represented by shape compared to the other features, is much more effective in characterizing the content of an image [1], [10]. Though, the difficult task of shape descriptors is the precise extraction and representation of shape information. The construction of shape descriptors is even more complex when invariance, with respect to a number of possible transformations, like scaling, shifting and rotation, is required [1], [11]. The overall performance of shape descriptors can be divided into qualitative and quantitative performances. The qualitative characteristics involve their retrieval performance based on the captured shape details for representation. Their quantitative performance includes the amount of data required to be indexed in terms of number of descriptors, in order to meet certain qualitative standards [1], [12] as well as their retrieval computational cost. [1]

Contour-based shape descriptors such as Fourier descriptors [13], [14], shape signatures [16] and curvature scale space [15] use only boundary information [3], they cannot capture shape interior content. In addition these methods cannot deal with disjoint shapes where boundary may not be obtainable; hence they have limited applications. Now in region based techniques, all the pixels contained by the shape area are taken into account to gain the shape representation. Common region based methods use moment descriptors to describe shape [3], [4], [8]. These include geometric moments, Zernike moments Legendre moments, and pseudo Zernike moments. Recently, numerous researchers also use the grid method to describe shape [3], [11], [17], [18].

An additional type of multi-scale descriptors is defined directly on the original shape contours with no any preprocessing, including triangle area representation, shape tree and hierarchical procedusters matching. Triangle area representation (TAR) presents a measure of convexity/concavity of each contour point making use of the signed areas of triangles created by boundary points at different scales. The area value of every triangle is a measure for the curvature of corresponding contour point, and the sign of the area is zero, positive or negative when the contour point is on a straight line, convex or concave, respectively. This representation is effective in capturing both local and global characteristics of a shape [19], [22]

In Section 2, we describe the shape descriptors like Fourier descriptors, curvature scale space descriptors, Angular radial transform (ART), Image moment descriptors, Zernike moments descriptors (ZMD), geometric moments descriptors (GMD) and grid descriptors (GD).

2. Shape Descriptors

2.1 Fourier Descriptors

Fourier descriptors have characteristics, like simple derivation, simple normalization and its robustness to noise, which have made them very popular in a wide range of applications [1], [7]. Fourier descriptors are obtained by applying Fourier transform to a shape signature. The Fourier transform on a complex vector derived from the shape boundary coordinates gives us the Fourier descriptors. The shape boundary coordinates can be given as \((x_n, y_n), \ n=0,1,\ldots, N-1\) [1]

The complex vector \(\vec{U}\) is given by the difference of the boundary points from the centroid \((x_c, y_c)\) of the shape

\[
\vec{U} = \begin{pmatrix}
(x_n - x_c + i(y_n - y_c)) \\
(x_{n+1} - x_c + i(y_{n+1} - y_c)) \\
\vdots \\
(x_{N-1} - x_c + i(y_{N-1} - y_c))
\end{pmatrix}, \ n=0, 1,\ldots, N-1
\]

where

\[
x_c = \frac{1}{N} \sum_{n=0}^{N-1} x(n), \quad y_c = \frac{1}{N} \sum_{n=0}^{N-1} y(n)
\]
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The location of the shape from boundary coordinates gives the centroid subtraction, which makes the representation invariant to translation. The Fourier transformed coefficients are then obtained by applying One-dimensional Fourier transform on $\tilde{U}$ [1]. These coefficients are given as

$$F_k = \text{FFT}[\tilde{U}]$$

(3)

For scaling invariance, the magnitudes of the Fourier transformed coefficients $|F_k|$ are normalised by the magnitude of the first Fourier transformed coefficient $|F_0|$. 

The obtained FD are translation, rotation and scale invariant. The high-frequency noise can be reduced to a large extent by limiting the number of coefficients k, leaving at the same time the main details of the patterns. However, this reduction also leads to loss of spatial information in terms of fine detail. [1]

The advantages of Fourier descriptors are its robustness, being able to capture some perceptual characteristics of the shape and they are easy to derive. The computation is efficient with fast Fourier transform (FFT). The disadvantage of Fourier descriptors is local features cannot be located, since in Fourier transform only the magnitudes of the frequencies are known and not the locations. [2]

2.2. Curvature Scale Space Descriptors

The Curvature Scale Space (CSS) descriptor treats shape boundary as a 1D signal, and analyses this signal in scale space [4], [6]. CSS is based on multi-scale representation and curvature to represent planar curves. Curvature is a local measure on how fast a planar contour is turning. The concavities/convexities of shape contour are found by examining zero crossings of curvature at different scales. These concavities/convexities are helpful for shape description since they represent the perceptual features of shape contour. The first step of the process is as same as that in computing FD [6]. The shape boundary coordinates are given as $(x_n, y_n), n=0,1,\ldots,N-1$.

Scale normalization is the second step which samples the whole shape boundary into a fixed number of points so that shapes with a different number of boundary points can be matched. The other two main steps in the process are the CSS contour map computation and CSS peaks extraction [6]. To calculate the CSS contour map, curvature is first derived from shape boundary points as follows.

$$k(t) = (\ddot{x}(t)\dot{y}(t) - \dot{x}(t)\ddot{y}(t))/(x^2(t) + y^2(t))^{3/2}$$

(4)

where $\dot{x}(t), \dot{y}(t)$ and $\ddot{x}(t), \ddot{y}(t)$ are the first and the second derivatives at location t, respectively.

Curvature zero-cross points are then positioned in the shape boundary. Gaussian smoothing is then applied which hence evolves the shape into the next scale. [6]

$$x'(t) = x(t) \otimes g(t, \sigma, c), \quad y'(t) = y(t) \otimes g(t, \sigma, c)$$

(5)

where $\otimes$ means convolution, and $g(t, \sigma, c)$ is the Gaussian function as follows.

$$g(t, \sigma, c) = e^{\frac{-(t-c)^2}{2\sigma^2}}$$

(6)

The evolving shape becomes smoother as $\sigma$ increases. At each scale, new curvature zero-crossing points are located. This process continues until no curvature zero-crossing points are found. Then the acquired zero-crossing points are plotted onto the $(t, \sigma)$ plane to construct the CSS contour map. The local maxima or peaks of the CSS contour map are subsequently extracted out and sorted in descending order of $\sigma$. These CSS peaks are used as CSS descriptors to index the shape after normalization. [1]

CSS is robust to noise and is reliable and fast. The main weakness of this technique is due to the problem of shallow concavities/convexities on a shape.

2.3 Angular Radial Transform

The Angular Radial Transform (ART) is a moment-based image description method. The ART is a complex orthogonal unitary transform defined on a unit disc based on complex orthogonal sinusoidal basis functions in polar coordinates. [1]

The ART coefficients, $F_{mn}$ of order n and m, are defined by

$$F_{mn} = \int \int V_{mn}(x, y) f(x, y) \, dx dy$$

(7)

where $f(x, y)$ is an image function in polar co-ordinates and $V_{mn}(x, y)$ is the ART basis function that is separable along the angular and radial directions [1]

$$V_{mn}(r, \theta) = R_m(r) A_m(\theta)$$

(8)

with

$$A_m(\theta) = \frac{1}{2\pi} e^{im\theta}$$

(9)

and

$$R_m(r) \begin{cases} 1, & (n = 0) \\ \frac{1}{2\cos(nr)}, & (n > 0) \end{cases}$$

(10)

The ART descriptor is defined as a set of normalised magnitudes of the set of ART coefficients. By using the magnitude of the ART coefficients rotational invariance is obtained [1]. This descriptor is robust to translations, scaling, multi-representation (remeshing, weak distortions) and noises. [9]

2.4 Image Moments

Image Moments (IM) have been proved applicable in a variety of recognition tasks. The chosen image moments are not invariant only under translation, rotation and scaling of the object but also under general affine transformation [1], [8]. The affine moment invariants are derived by means of the theory of algebraic invariants and more specifically by means of decomposition of affine transformation into six one parameter transformations. The six affine invariants used are defined below [1]

$$I_1 = \frac{1}{\mu_{10}^2} (\mu_{20} \mu_{11} - \mu_{11}^2)$$

$$I_2 = \frac{1}{\mu_{10}^4} (\mu_{30} \mu_{21}^2 - \mu_{20} \mu_{21} \mu_{12} + 4 \mu_{10} \mu_{12}^2 + 4 \mu_{02} \mu_{11} - 3 \mu_{21} \mu_{12}^2)$$

The new shape becomes smoother as $\sigma$ increases. The new curvature zero-crossing points are found. Then the acquired zero-crossing points are plotted onto the $(t, \sigma)$ plane to construct the CSS contour map. The local maxima or peaks of the CSS contour map are subsequently extracted out and sorted in descending order of $\sigma$. These CSS peaks are used as CSS descriptors to index the shape after normalization. [1]

CSS is robust to noise and is reliable and fast. The main weakness of this technique is due to the problem of shallow concavities/convexities on a shape.
The proposers of the moment-based method have recommended making use of either all six or only the first four invariant moments for the description of objects. IM have the advantage of being computationally simple. Furthermore, they are invariant to rotation, scaling and translation. However, they have quite a few drawbacks like these moments suffer from a high degree of information redundancy since the basis is not orthogonal, higher-order moments are very sensitive to noise, and the moments computed have large variation in the dynamic range of values for different orders. This may cause numerical instability when the image size is huge.

2.5 Zernike Moment Descriptors (ZMD)

The block diagram of the whole process of computing ZMD is showing Figure 1. [3]

![Figure 1: Block diagram of computing ZMD](image)

Zernike moments allow independent moment invariants to be constructed to an arbitrarily high order. Zernike polynomials are used to get the complex Zernike moments. The Zernike polynomials are given as [23]:

\[ I_n = \frac{1}{\rho^{n+1}} (\mu_{20} \mu_{0n} - \mu_{22}^2) - \mu_{11} (\mu_{30} \mu_{03} - \mu_{12} \mu_{11}) \]

\[ I_4 = \frac{1}{\rho^{10}} (\mu_{10} \mu_{09} - 6 \mu_{20} \mu_{11} \mu_{03} - 6 \mu_{20} \mu_{31} \mu_{02} \mu_{03} + 9 \mu_{20} \mu_{12}^2 + 12 \mu_{20} \mu_{11} \mu_{21} \mu_{02} \mu_{03} + 6 \mu_{10} \mu_{11} \mu_{03} \mu_{30} \mu_{02} \mu_{03} - 18 \mu_{10} \mu_{11} \mu_{02} \mu_{12} \mu_{13} - 8 \mu_{10} \mu_{03} \mu_{30} \mu_{02} \mu_{03} \mu_{02} - 6 \mu_{10} \mu_{03} \mu_{30} \mu_{02} \mu_{03} \mu_{02} + 9 \mu_{20} \mu_{12}^3 + 12 \mu_{20} \mu_{11} \mu_{30} \mu_{12} - 6 \mu_{10} \mu_{11} \mu_{03} \mu_{30} \mu_{02} \mu_{03} + 1) \]

The proposers of the moment-based method have recommended making use of either all six or only the first four invariant moments for the description of objects. [1]. IM have the advantage of being computationally simple. Furthermore, they are invariant to rotation, scaling and translation. However, they have quite a few drawbacks like these moments suffer from a high degree of information redundancy since the basis is not orthogonal, higher-order moments are very sensitive to noise, and the moments computed have large variation in the dynamic range of values for different orders. This may cause numerical instability when the image size is huge. [5], [9].

2.6 Grid Descriptors (GD)

The Grid Descriptors were initially applied for contour based shape description [6] but in this paper we have studied it for region based shape description as well. In grid shape representation, a shape is projected onto a grid of set size, for example 16x16 grid cells [23]. The value 1 is assigned to the grid cells if they are covered by or inside the shape (or covered beyond a threshold) and 0 if they are outside the shape. The grid is then scanned from left to right and then from top to bottom and a binary sequence is created. Then this binary sequence is used as shape descriptors to index the shape. This binary sequence forms the shape number.

The Grid Descriptors were initially applied for contour based shape description [6] but in this paper we have studied it for region based shape description as well. In grid shape representation, a shape is projected onto a grid of set size, for example 16x16 grid cells [23]. The value 1 is assigned to the grid cells if they are covered by or inside the shape (or covered beyond a threshold) and 0 if they are outside the shape. The grid is then scanned from left to right and then from top to bottom and a binary sequence is created. Then this binary sequence is used as shape descriptors to index the shape. This binary sequence forms the shape number.

The complete process to construct the GD starts by finding out the major axis, i.e., the line connecting the two furthest
points on the boundary. We can achieve Rotation normalization by turning the shape so that the major axis is parallel with the x-axis. To avoid multi normalization results for mirrored shape and flipped shape, the centroid of the rotated shape may be limited to the lower-left part, or a mirror and a flip operation on the shape number are applied in the matching step. [3]

We can implement Scale normalization by resizing the shape so that the length of the major axis is equivalent to the fixed grid width, and by shifting the shape to the upper-left of the grid, the representation becomes translation invariant. The next step is scanning the grid cells with the intention that a binary value is calculated for each cell based on the coverage of the cell by the shape boundary. Lastly, a binary sequence is generated as shape descriptors. The number of elements having different values gives the distance between two set of grid descriptors. This algorithm described is for contour based shape [3].

The block diagram of computing grid descriptors (GD) for a contour-based shape is given in Figure 2. [23]

![Block diagram of computing grid descriptors](image)

**Figure 2:** Block diagram of computing GD

For region-based shape, the process of GD generation is more complex. In the major axis computation step, to find the major axis of a region shape using point by point computation is not possible, the computation would be prohibitive. Hence, an algorithm of searching approximated major axis is used. The major axis for a region shape is found by finding the outer border point pairs on the shape boundary in numeral directions such as, 180 directions. The major axis is defined by the pair with the furthest distance. An interpolation process is followed the rotation normalization, since after rotation, the region points are scattered. GD is not robust, since a slight shape distortion, for example shear affine transform, skew and stretching can cause huge difference in the similarity measurement [3].

2.7. Geometric Moments Descriptors (GMD)

The Geometric Moment Descriptors is a technique based on moment invariants for shape representation and similarity measure and is widely used in shape recognition. Moment invariants are resultant from moments of shapes and are invariant to 2D geometric transformations of shapes. [6] The central moments of order \( p+q \) of a two dimensional shape represented by function \( f(x, y) \) are given by [23]

\[
\mu_{pq} = \sum_{x} \sum_{y} (x-x')^p (y-y')^q f(x, y) \quad p, q = 0, 1, 2, ... \tag{15}
\]

where \( \mu_1 = \mu_1 \), \( \mu_2 = \mu_2 \), and \( m \) is the mass of the shape region. \( \mu_{pq} \) are invariant to translation. The first 7 normalized geometric moments that are invariant under translation, rotation and scaling are given as [3], [21]:

\[
\begin{align*}
\phi_1 &= \mu_{10} + \mu_{02} \\
\phi_2 &= \mu_{20} - \mu_{12} + 4(\mu_{11})^2 \\
\phi_3 &= (\mu_{20} - 3\mu_{12})^2 + (3\mu_{12} - \mu_{20})^2 \\
\phi_4 &= (\mu_{10} - \mu_{02})^2 + (\mu_{12} + \mu_{02})^2 \\
\phi_5 &= (\mu_{20} - \mu_{12} + 3\mu_{10} + \mu_{12}) (\mu_{20} - \mu_{12} + 3\mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{20} - \mu_{12} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
\phi_6 &= (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12}) \\
&\quad + (3\mu_{12} - \mu_{20} + \mu_{12}) (3\mu_{20} + \mu_{12} + \mu_{12} - \mu_{12} + \mu_{12})
\end{align*}
\]

A feature vector consists of the seven moment invariants \( f = (\phi_1, \phi_2, ..., \phi_7) \) is used to index each one shape in the database [3]. The values of the calculated moment invariants are generally small, values of higher order moment invariants are close to zero in few cases, thus, all the invariants are further normalized into \([0, 1]\) by the limit values of each dimension. The benefit of using GMD is that it is a very compact shape representation and the computation is low, however, it is difficult to obtain higher order moment invariants [3].

3. Conclusion

In this paper, a few of the existing shape descriptors have been reviewed. There are two approaches in shape description namely contour-based and region-based. We have reviewed few techniques in each of these approaches. The contour-based approach utilizes only the outer boundary of the shape whereas the region-based approach utilizes the area covered inside the shape boundary. The contour-based approaches are simple whereas region-based approaches are more robust. Many shape descriptors other than the few mentioned in this paper can also be studied and implemented.
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