
International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

Index Copernicus Value (2016): 79.57 | Impact Factor (2017): 7.296 

Volume 7 Issue 12, December 2018 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

A Study on Binarization of Degraded Historical 

Document Images 
 

Shashidhara B.1, Manjunatha H. R.2 
 

1Assistant Professor, Department of Computer Science, Sir M V Govt. Science College, Bhadravathi-577301 

Email: shashidhara.sirmv[at]gmail.com 

 
2Assistant Professor, Department of Computer Science, GFGC Shimoga 

Corresponding Author Email: hrmanjunath.spr[at]gmail.com 

 

 

Abstract: Historical documents hold significant insights into our past, making their preservation essential. Unfortunately, many of these 

documents have deteriorated over time due to factors such as aging, poor storage conditions, and environmental influences. To ensure 

that the content of these documents remains accessible for research and understanding, effective binarization is crucial. This study 

thoroughly examines various techniques for binarizing historical document images, focusing on methods designed to enhance the legibility 

and accessibility of degraded texts. By addressing the unique challenges posed by degradation, the study contributes valuable insights into 

improving the preservation and interpretation of historical documents. 
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1. Introduction 
 

Historical documents are an invaluable part of our cultural 

heritage, reflecting our civilization, scientific advancements, 

and historical records. However, these documents often suffer 

from degradation, making them difficult to read and hindering 

the effectiveness of character recognition software and 

document processing systems. As a result, various 

binarization methods have been developed over the past few 

decades to improve the readability of these texts. This paper 

explores these techniques, focusing on their ability to enhance 

the legibility and accessibility of degraded historical 

document images.  

 

The study of binarization of historical document images is a 

critical area within the field of document image processing, 

focusing on the preservation and accessibility of culturally 

significant texts. Historical documents serve as vital records 

of our civilization, encapsulating scientific knowledge and 

cultural heritage. However, many of these documents have 

experienced substantial degradation over time due to factors 

such as aging, inadequate storage conditions, and 

environmental influences. This degradation often results in 

unreadable texts, posing significant challenges for character 

recognition systems and other document processing 

techniques.  

 

Binarization is a fundamental preprocessing step in document 

image analysis that transforms images into a binary format, 

effectively distinguishing foreground elements (such as text 

and figures) from the background. This initial step is essential 

for various applications, including document analysis, word 

spotting, and character recognition. The accuracy of 

binarization directly influences the performance of these 

subsequent processes, making it a focal point for research in 

this domain. 

 

Over recent decades, numerous binarization methods have 

been developed to tackle the unique challenges presented by 

degraded historical documents. These methods can be 

categorized into global thresholding techniques and adaptive 

thresholding methods. While traditional approaches, such as 

Otsu's method, have established a foundation for binarization 

practices, they often fall short when addressing the 

complexities associated with historical texts that exhibit 

varying degrees of degradation. 

 

 
Figure 1: Binarization of degraded historical document 

image  

 

This study aims to investigate binarization techniques 

specifically designed for historical document images. By 

analyzing the strengths and limitations of existing methods 

and proposing novel approaches, this research seeks to 

enhance the legibility and accessibility of degraded texts. 

Ultimately, the goal is to contribute to ongoing efforts in 

preserving our historical heritage through improved 

document processing techniques that ensure valuable 

information remains accessible for future generations. 

 

2. Techniques for Historical Document Images 

Enhancement 
 

Enhancing historical document images is crucial for 

preserving valuable cultural and historical information. 

Various traditional techniques have been employed to 

improve the quality and readability of these documents, 
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especially when they are degraded due to age, environmental 

factors, or improper handling. Here are some of the key 

techniques used: 

 

Morphological Filtering: 

Morphological operations are commonly used to remove 

noise from document images. Techniques such as opening 

and closing can help eliminate small noise particles while 

preserving the structure of the text. These methods are 

particularly effective against salt-and-pepper noise, which 

consists of random black and white pixels. 

 

Morphological filtering involves operations that probe an 

image with a structuring element, allowing for the extraction 

of relevant structural features while removing noise.  

 

 

The main operations in morphological filtering include: 

• Dilation: This operation expands the boundaries of 

foreground objects in an image. It adds pixels to the edges 

of objects, which can help fill small holes and connect 

nearby objects. 

• Erosion: Erosion reduces the size of foreground objects 

by removing pixels from their boundaries. This operation 

is useful for eliminating small noise points and separating 

connected objects. 

• Opening: Opening is a combination of erosion followed 

by dilation. It is effective for removing small noise while 

preserving the shape and size of larger objects in the 

image. 

• Closing: Closing is the reverse operation, consisting of 

dilation followed by erosion. It helps close small gaps and 

holes in objects, making it useful for connecting 

fragmented text or characters. 

 

 
Figure 2: Morphological Filtering Operations 

 

Thresholding Techniques: 

Global and local thresholding methods are employed to 

convert grayscale images into binary formats. Otsu's method, 

for instance, determines an optimal threshold value that 

minimizes intra-class variance, effectively separating text 

from the background. Adaptive thresholding techniques 

adjust the threshold based on local pixel neighborhoods, 

making them suitable for documents with varying 

illumination. thresholding techniques commonly used for 

binarization: 

 

1) Global Thresholding 

Global thresholding involves selecting a single threshold 

value for the entire image. Pixels with intensity values above 

this threshold are classified as foreground (1), while those 

below are classified as background (0). The most common 

global thresholding method is Otsu's method, 

 

The steps involved in Otsu's method are: 

• Histogram Calculation: Compute the histogram of pixel 

intensities. 

• Class Probabilities: For each possible threshold, calculate 

the probabilities of each class (foreground and 

background). 

• Class Means: Compute the means of each class. 

• Variance Calculation: Calculate the within-class variance 

for each threshold. 

• Optimal Threshold Selection: Choose the threshold that 

minimizes the within-class variance. 

 

2) Adaptive Thresholding 

Adaptive thresholding addresses the limitations of global 

thresholding by calculating the threshold for smaller regions 

of the image. This technique allows different thresholds to be 

applied to different areas, making it suitable for images with 

varying lighting conditions. 

 

Mean Adaptive Thresholding: The threshold is calculated 

as the mean of pixel values within a local neighborhood 

around each pixel. 

 

Mean Adaptive Thresholding  

 

Local Neighborhood Definition: 

For each pixel in the image, a local neighborhood (a small 

window or region surrounding the pixel) is defined. The size 

of this neighborhood can vary depending on the specific 

application and the characteristics of the document being 

processed. 
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Mean Calculation: 

The mean intensity value of all pixels within the defined 

neighborhood is calculated. This mean value serves as the 

threshold for the central pixel in that neighborhood. 

 

Binarization: 

Each pixel is then compared to its corresponding local mean: 

If the pixel's intensity is greater than the local mean, it is 

classified as foreground (typically assigned a value of 1). 

If it is less than or equal to the local mean, it is classified as 

background (assigned a value of 0). 

 

Resulting Binary Image: 

The output is a binary image where text or relevant features 

are highlighted against the background, improving readability 

and facilitating further processing. 

 

Gaussian Adaptive Thresholding: Similar to mean 

adaptive, but weights the pixel values using a Gaussian 

function.  Gaussian Adaptive Thresholding  

 

Local Neighborhood Definition: 

Similar to other adaptive methods, Gaussian adaptive 

thresholding defines a local neighborhood around each pixel. 

The size of this neighborhood can vary based on the specific 

requirements of the image being processed. 

 

Gaussian Weighting: 

Instead of simply computing the mean of the pixel intensities 

within the local neighborhood, Gaussian adaptive 

thresholding applies a Gaussian weight to the pixels. This 

means that pixels closer to the center pixel receive more 

weight in the mean calculation than those further away. The 

Gaussian function is defined as: 

 

G(x, y) =
1

2πσ2
e

−
x2+y2

2π2  

 

Where σ controls the spread of the Gaussian function. 

 

Threshold Calculation: 

The threshold for each pixel is calculated as the weighted 

mean of the intensities in its local neighborhood, adjusted by 

a constant C (which can be fine-tuned based on specific 

requirements). The formula can be expressed as: 

T(x, y) = mean(I) + C 

 

Where I represents the intensity values in the neighborhood. 

 

Binarization: 

Each pixel's intensity is then compared to its corresponding 

local threshold: 

If the pixel's intensity is greater than the calculated threshold, 

it is classified as foreground (1). 

If it is less than or equal to the threshold, it is classified as 

background (0). 

 

Resulting Binary Image: 

The output is a binary image that highlights text or significant 

features against the background, improving readability and 

facilitating further processing. 

 

 

3) Local Thresholding 

Local thresholding techniques calculate thresholds based on 

local statistics of pixel intensities. These methods can be 

particularly useful in documents with significant noise or 

uneven backgrounds. Techniques include: 

 

Niblack’s Method: Uses the mean and standard deviation of 

pixel intensities in a local neighborhood to compute the 

threshold. 

Niblack's Method 

 

Local Neighborhood Definition: 

For each pixel in the image, a local rectangular neighborhood 

(window) of size w×w is defined, centered around the pixel. 

 

Mean and Standard Deviation Calculation: 

The mean (μ) and standard deviation (σ) of pixel intensities 

within the local neighborhood are calculated using the 

following formulas: 

μ =
1

w2
∑ ∑ f(x + i, y + j)

w−1
2

j=−
w−1

2

w−1
2

i=−
w−1

2

 

 

σ = √
1

w2
∑ ∑ (f(x + i, y + j) − μ)2

w−1
2

j=−
w−1

2

w−1
2

i=−
w−1

2

 

Where f(x,y) represents the intensity value at pixel (x,y). 

Threshold Calculation: 

The threshold for each pixel (x,y)(x,y) is calculated using the 

following formula: 

 

T(x, y) = μ + k. σ 

 

Where k is a constant that determines the sensitivity of the 

thresholding. Niblack suggested a value of k=−0.2 based on 

empirical observations. 

 

Binarization: 

Each pixel's intensity is then compared to its corresponding 

local threshold: 

If the pixel's intensity is greater than the calculated threshold, 

it is classified as foreground (1). 

If it is less than or equal to the threshold, it is classified as 

background (0). 

 

Sauvola’s Method: A variation of Niblack’s that adjusts the 

threshold based on local contrast, making it effective for 

documents with varying text density. 

 

Local Neighborhood Definition: 

Like other adaptive methods, Sauvola’s approach defines a 

local neighborhood around each pixel. The size of this 

neighborhood can be adjusted based on the document's 

characteristics. 

 

Mean and Standard Deviation Calculation: 

For each pixel in the image, the mean (μμ) and standard 

deviation (σσ) of the pixel intensities within its local 

neighborhood are computed: 
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μ =
1

N
∑ I(i)

N

i=1

 

 

σ = √
1

N
∑(I(i) − μ)2

N

i=1

 

 

where I(i) represents the intensity values of pixels in the 

neighborhood. 

 

Threshold Calculation: 

The threshold for each pixel is calculated using the following 

formula: 

T(x, y) = μ + k. σ 

 

where k is a constant that typically ranges from 0.2 to 0.5. 

This allows for a dynamic adjustment of the threshold based 

on local contrast. 

 

Binarization: 

Each pixel's intensity is then compared to its corresponding 

local threshold: 

If the pixel's intensity is greater than the calculated threshold, 

it is classified as foreground (1). 

If it is less than or equal to the threshold, it is classified as 

background (0). 

 

Image Denoising: 

Various denoising algorithms, such as Gaussian smoothing or 

median filtering, are applied to reduce noise in document 

images. These techniques help in smoothing out variations 

caused by degradation while retaining essential text features. 

 

Techniques used for image denoising: 

1) Gaussian Smoothing 

Gaussian smoothing is a linear filtering technique that uses a 

Gaussian function to blur an image. This method is effective 

in reducing high-frequency noise while maintaining the 

overall structure of the image.: 

 

A Gaussian kernel is applied to each pixel in the image, where 

the value of each pixel is replaced by a weighted average of 

its neighbors. 

 

The weights are determined by the Gaussian function, which 

gives higher importance to pixels closer to the center. 

 

2) Median Filtering 

Median filtering is a non-linear technique that replaces each 

pixel's value with the median value of the intensities in its 

neighborhood. This method is particularly effective for 

removing salt-and-pepper noise. 

 

A sliding window (or kernel) moves over the image, and for 

each pixel, the values of neighboring pixels are collected. 

 

The median of these values is computed and assigned to the 

central pixel. 

 

 

 

3) Bilateral Filtering 

Bilateral filtering is an advanced technique that smooths 

images while preserving edges. It combines spatial distance 

and intensity differences to determine how much influence 

neighboring pixels have on each other. 

 

Each pixel's value is replaced by a weighted average of nearby 

pixels, where weights depend on both spatial distance and 

intensity similarity. 

 

This dual weighting allows for edge preservation while 

reducing noise. 

 

4) Non-Local Means Denoising 

Non-local means (NLM) denoising takes into account all 

pixels in the image rather than just local neighborhoods. It 

averages similar patches across the entire image, which helps 

preserve texture and structure. 

 

For each pixel, similar patches (groups of neighboring pixels) 

are identified throughout the image. 

 

The pixel's value is replaced by a weighted average of similar 

patches, where weights depend on similarity measures. 

 

5) Wavelet Transform Denoising 

Wavelet transform denoising involves transforming an image 

into the wavelet domain, where noise can be more easily 

separated from signal components. This method allows for 

multi-resolution analysis. 

 

The image is transformed using wavelet coefficients, which 

represent different frequency components. 

 

Noise reduction is performed by thresholding these 

coefficients, followed by an inverse wavelet transform to 

reconstruct the denoised image. 

 

Contrast Enhancement: 

Techniques like histogram equalization improve the contrast 

of document images by redistributing pixel intensity values. 

This enhancement makes text more distinguishable against 

the background, especially in faded or poorly printed 

documents. 

 

1) Histogram Equalization 

Histogram equalization is a method that enhances the contrast 

of an image by effectively redistributing the intensity values 

across the entire range of possible values. This technique aims 

to flatten and spread out the most frequent intensity values, 

making features more visible. 

 

The histogram of the image is computed, showing the 

frequency of each intensity level. 

 

A cumulative distribution function (CDF) is derived from the 

histogram. 

 

Each pixel's intensity is then mapped to a new value based on 

the CDF, which ensures that the output image has a uniform 

distribution of intensities. 
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2) Adaptive Histogram Equalization (AHE) 

Adaptive Histogram Equalization improves upon standard 

histogram equalization by applying the technique to small 

regions (tiles) of the image instead of the entire image. This 

allows for better local contrast enhancement. 

 

The image is divided into non-overlapping tiles. 

 

Histogram equalization is performed on each tile 

independently. 

 

The results are combined to produce a final enhanced image, 

often using bilinear interpolation to smooth transitions 

between tiles. 

 

3) Contrast Limited Adaptive Histogram Equalization 

(CLAHE) 

CLAHE is a variation of adaptive histogram equalization that 

limits the amplification of noise by clipping the histogram at 

a predefined value before applying AHE. 

 

Similar to AHE, but before equalizing each tile's histogram, 

it is clipped at a specified threshold. 

 

The clipped histogram is then normalized and used for 

equalization. 

 

This prevents over-amplification of noise and reduces 

artifacts. 

 

4) Gamma Correction 

Gamma correction adjusts the brightness of an image based 

on a nonlinear transformation defined by a gamma value. This 

technique can enhance contrast by emphasizing darker or 

lighter regions based on user-defined parameters.How It 

Works: 

 

Each pixel's intensity value is transformed using the formula: 

Iout = Iiny 

 

where Iin is the input pixel value, Iout is the output pixel 

value, and γ is the gamma correction factor. 

 

5) Retinex Algorithm 

The Retinex algorithm simulates human vision by enhancing 

images based on their illumination and reflectance 

components. It aims to improve color and contrast perception 

in images. 

 

The algorithm decomposes an image into illumination and 

reflectance components using various methods (e.g., multi-

scale Retinex). 

 

The reflectance component is enhanced while reducing 

variations caused by lighting conditions. 

 

Edge Detection: 

Edge detection algorithms (e.g., Canny or Sobel filters) are 

used to identify text boundaries within document images. By 

highlighting edges, these techniques can assist in segmenting 

text from noise and improving overall readability. 

 

 

1) Sobel Filter 

The Sobel filter is a gradient-based edge detection method 

that emphasizes edges by calculating the gradient of the 

image intensity at each pixel.How It Works: 

 

The Sobel operator uses two 3x3 convolution kernels: one for 

detecting horizontal edges (Gx) and one for vertical edges 

(Gy). The kernels are defined as follows: 

 

Gx = [
−1 0 1
−2 0 2
−1 0 1

] , Gy =  [
−1 −2 −1
0 0 0
1 2 1

]   

 

 

The gradients are computed by convolving these kernels with 

the image. The magnitude of the gradient is then calculated 

using: 

 

G =  √Gx
2 + Gy

2 

A threshold is applied to the gradient magnitude to determine 

which pixels are considered edges. 

 

2) Canny Edge Detector 

The Canny edge detector is a multi-stage algorithm that 

provides better edge detection by reducing noise and 

improving edge localization. 

Step 1: Noise Reduction: The image is smoothed using a 

Gaussian filter to reduce noise. 

Step 2: Gradient Calculation: The Sobel operator is applied to 

compute the gradient magnitude and direction. 

Step 3: Non-Maximum Suppression: This step thins the edges 

by suppressing non-maximal gradient values, retaining only 

local maxima along the gradient direction. 

Step 4: Double Thresholding: Two thresholds are applied to 

classify pixels into strong, weak, and non-edges. Strong edges 

are retained, while weak edges are retained only if they are 

connected to strong edges. 

Step 5: Edge Tracking by Hysteresis: Weak edges that are 

connected to strong edges are retained as valid edges; others 

are discarded. 

 

3) Prewitt Operator 

The Prewitt operator is similar to the Sobel filter but uses 

different convolution kernels for edge detection. The Prewitt 

operator also employs two convolution kernels for horizontal 

(Gx) and vertical (Gy) edge detection: 

 

Gx = [
−1 0 1
−1 0 1
−1 0 1

] , Gy =  [
−1 −1 −1
0 0 0
1 1 1

]   

 

 

Similar to Sobel, gradients are computed, and the magnitude 

is calculated using: 

G = |Gx| +  |Gy| 

 

4) Laplacian of Gaussian (LoG) 

The Laplacian of Gaussian combines Gaussian smoothing 

with Laplacian edge detection, providing a method for 

detecting edges based on second-order derivatives. 

 

First, the image is smoothed using a Gaussian filter. 
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Then, the Laplacian operator is applied to detect regions of 

rapid intensity change (edges). 

 

LoG(x, y) =  
δ2G(x, y)

δx2
+ 

δ2G(x, y)

δy2
 

Where, G(x,y) is the Gaussian function. 

 

A zero-crossing technique can be used to identify edges by 

finding locations where the Laplacian changes sign. 

 

3. Image Restoration 
 

Restoration techniques aim to recover original document 

content by reversing degradation effects. Methods such as 

deblurring and inpainting can be applied to restore clarity in 

areas where text has been obscured or damaged. 

 

1) Deblurring 

Deblurring is a process aimed at reversing the effects of 

blurring in images, which can occur due to camera motion, 

defocus, or other factors. This technique is particularly 

important for restoring clarity in document images where text 

may be smeared or indistinct. Point Spread Function (PSF): 

The first step in deblurring is to estimate the point spread 

function, which describes how a point source of light is spread 

out in the image due to blurring. 

• Inverse Filtering: Once the PSF is known, inverse 

filtering can be applied. This involves dividing the Fourier 

transform of the blurred image by the Fourier transform of 

the PSF. However, this method can amplify noise. 

• Wiener Filtering: A more robust approach is Wiener 

filtering, which incorporates both the PSF and noise 

characteristics to minimize mean square error between the 

estimated and original images. 

 

2) Inpainting 

Inpainting is a technique used to fill in missing or damaged 

parts of an image. This method is particularly useful for 

restoring areas where text has been obscured or removed. 

Region Selection: The user defines regions that need 

restoration (damaged areas). 

• Interpolation Methods: Various interpolation methods 

can be used to fill in these regions. Common techniques 

include: 

• Exemplar-based Inpainting: Uses surrounding pixels to 

fill in missing areas by copying similar patches from other 

parts of the image. 

• Diffusion-based Inpainting: Propagates information 

from known regions into missing areas using diffusion 

equations. 

 

3) Morphological Restoration 

Morphological restoration techniques leverage mathematical 

morphology to enhance images by manipulating their 

structures. This approach is particularly effective for binary 

images or images with distinct shapes.   

• Dilation and Erosion: Morphological operations such as 

dilation and erosion are applied to enhance or suppress 

certain features in an image. 

• Opening and Closing: These operations can help remove 

small noise while preserving larger structures, making 

them useful for restoring clarity in document images. 

 

4) Statistical Methods 

Statistical methods involve modeling the degradation process 

statistically and using this model to restore the original image. 

Techniques like Maximum Likelihood Estimation (MLE) and 

Bayesian methods fall under this category. 

• Modeling Degradation: The degradation process is 

modeled as a statistical distribution (e.g., Gaussian). 

• Estimation Techniques: MLE or Bayesian inference 

techniques are used to estimate the parameters of this 

distribution, allowing for reconstruction of the original 

image. 

 

Segmentation Techniques: 

Document segmentation involves dividing an image into 

meaningful regions (e.g., separating text blocks from images 

or graphics). Traditional methods include connected 

component analysis and contour-based segmentation, which 

help isolate text areas for further processing. 

 

1) Connected Component Analysis 

Connected component analysis (CCA) is a method used to 

identify and label connected regions in a binary image. This 

technique is particularly effective for segmenting text and 

other distinct features in document images.  

• Binarization: The image is first converted to a binary 

format, where pixels are classified as either foreground 

(text) or background. 

• Labeling: Each connected region of foreground pixels is 

assigned a unique label. This is typically done using 

algorithms like depth-first search (DFS) or breadth-first 

search (BFS). 

• Feature Extraction: Once labeled, features such as size, 

shape, and position can be extracted from each connected 

component to determine whether it corresponds to text, 

images, or noise. 

 

2) Contour-Based Segmentation 

Contour-based segmentation involves detecting the 

boundaries of objects within an image. This technique is 

useful for identifying the outlines of text blocks and other 

graphical elements.  

• Edge Detection: Edge detection algorithms (e.g., Canny 

or Sobel filters) are applied to identify edges in the image. 

• Contour Extraction: Contours are extracted from the 

detected edges using methods such as the Suzuki 

algorithm or chain code representation. 

• Region Filling: Once contours are identified, they can be 

filled to create solid regions that represent text blocks or 

images. 

 

3) Morphological Operations 

Morphological operations use structuring elements to process 

images based on their shapes. These operations are 

particularly useful for enhancing the structure of text in 

document images.  

• Dilation and Erosion: Dilation expands the boundaries of 

foreground objects, while erosion shrinks them. These 

operations can help connect fragmented text or remove 

small noise particles. 

• Opening and Closing: Opening (erosion followed by 

dilation) can remove small objects, while closing (dilation 

followed by erosion) can fill small holes in text regions. 
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4) Projection Profile Analysis 

Projection profile analysis involves summing pixel values 

along specific axes (horizontal or vertical) to create a profile 

that helps identify lines of text: 

• Horizontal Projection Profile: The sum of pixel values 

along each row is calculated to identify horizontal lines of 

text. 

• Vertical Projection Profile: Similarly, the sum along 

each column can help identify vertical separations 

between text blocks. 

• Thresholding Profiles: Thresholds are applied to these 

profiles to identify peaks corresponding to lines or blocks 

of text. 

 

5) Region-Based Segmentation 

Region-based segmentation techniques focus on grouping 

neighboring pixels with similar properties (e.g., color, 

intensity) into larger regions. : 

• Region Growing: Starting from seed points, neighboring 

pixels that meet certain criteria (e.g., intensity similarity) 

are added to form larger regions. 

• Region Splitting and Merging: The image is initially 

divided into smaller regions that are then merged based on 

similarity criteria. 

 

Feature Extraction and Classification: 

Structural and statistical features are extracted from document 

images for classification purposes. Features such as region 

size, stroke orientation, and texture patterns can be analyzed 

using classifiers (e.g., Fisher classifiers) to distinguish 

between printed text and noise. 

 

a) Feature Extraction Techniques 

Feature extraction involves identifying and quantifying 

relevant characteristics of the document images to facilitate 

classification. The following types of features are commonly 

extracted: 

 

Structural Features: 

Region Size: Measures the area occupied by text blocks or 

components. Larger regions may indicate paragraphs or 

sections of text. 

Connected Components: Identifies distinct groups of 

connected pixels that represent individual characters or 

words. 

 

Statistical Features: 

Gabor Filters: Used to analyze texture by capturing frequency 

and orientation information. This helps in identifying stroke 

orientations in printed text. 

Run-Length Histograms: Represents the lengths of 

consecutive pixel runs of the same color (foreground or 

background) along rows or columns, which can indicate  

 

Stroke lengths and patterns. 

Crossing Counts Histogram: Counts how many times a 

horizontal line crosses over foreground pixels, providing 

insights into stroke complexity. 

 

 

 

 

Texture Features: 

Co-occurrence Matrix: Captures the spatial relationship 

between pixel intensities, allowing for texture analysis within 

text regions. 

Bi-level Co-occurrence and Pseudo Run-Length Features: 

These features provide additional information about texture 

patterns that can be useful for distinguishing between text and 

noise. 

 

b) Classification Techniques 

Classification involves using extracted features to categorize 

segments of the document image into predefined classes (e.g., 

printed text, handwriting, noise). The following techniques 

are commonly employed: 

 

Fisher Classifier: 

The Fisher classifier is a statistical method that maximizes the 

ratio of between-class scatter to within-class scatter. It is 

particularly effective for two-class problems but can be 

extended to multi-class classification by training multiple 

classifiers. 

Each classifier outputs a confidence score for its classification 

decision, which is then combined to make a final 

classification decision. 

 

Contextual Information: 

To improve classification accuracy, contextual information is 

leveraged during post-processing. By modeling the 

dependencies among neighboring components using 

techniques like Markov Random Fields (MRF), 

misclassifications can be rectified based on spatial 

relationships. 

 

Error Reduction Techniques: 

The effectiveness of classification can be enhanced through 

error reduction strategies that utilize contextual information. 

For example, adjusting weights associated with different 

classes can help optimize overall accuracy. 

 

Post-Processing Techniques: 

After initial enhancement, post-processing techniques may be 

applied to refine results further. This can include contextual 

analysis where relationships between neighboring segments 

are considered to correct misclassifications. 

 

Markov Random Field (MRF) Based Post-Processing 

Post-processing techniques are essential in refining the results 

of initial image analysis, particularly in document processing 

where noise and misclassifications can significantly impact 

the accuracy of text identification. One effective approach 

discussed in the context of the provided search results is the 

use of Markov Random Fields (MRF) for contextual analysis. 

Here’s an overview of how MRF-based post-processing 

works and its significance: 

 

4. Compression of Document Image 

Binarization Technique 
 

A comparison of various document image binarization 

techniques presented in a table, summarizing their 

characteristics, advantages, and disadvantages: 
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Table 1: Comparison of various document image binarization techniques 
Technique Description Advantages Disadvantages 

Global Thresholding 
Uses a single threshold value for 

the entire image to classify pixels. 

Simple to implement; 

computationally efficient. 

Ineffective for images with varying 

illumination. 

Adaptive 

Thresholding 

Calculates thresholds for smaller 

regions of the image based on 

local statistics. 

Robust against varying lighting 

conditions; better segmentation. 

More computationally intensive than 

global methods. 

Mean Adaptive 

Thresholding 

Computes local mean intensity for 

thresholding each pixel. 

Effective in non-uniform lighting; 

preserves details. 

Sensitive to noise; may require careful 

parameter tuning. 

Gaussian Adaptive 

Thresholding 

Similar to mean adaptive but uses 

Gaussian weights for local means. 

Better edge preservation; adapts well 

to local variations. 

Computationally expensive; sensitive to 

noise. 

Niblack’s Method 
Uses local mean and standard 

deviation to compute thresholds. 

Adapts to local contrast; effective 

for varied text density. 

Sensitive to noise; parameter dependency 

can affect results. 

Sauvola’s Method 

Enhances Niblack’s method by 

adjusting thresholds based on local 

contrast. 

Improved performance in complex 

backgrounds; effective for varying 

text density. 

Requires careful selection of parameters; 

computationally intensive. 

Morphological 

Filtering 

Applies morphological operations 

(dilation, erosion) to enhance text 

structure. 

Effective for noise removal and 

structure preservation. 

Requires careful selection of structuring 

elements; may not perform well on 

complex backgrounds. 

Histogram 

Equalization 

Redistributes pixel intensity values 

to improve contrast across the 

image. 

Significantly improves visibility in 

low-contrast images. 

May introduce artifacts or over-

enhancement in high-contrast areas. 

Bilateral Filtering 

Smooths images while preserving 

edges using spatial and intensity 

weights. 

Excellent edge preservation; 

effective for detailed images. 

Computationally expensive; requires 

parameter tuning. 

Canny Edge 

Detector 

Multi-stage algorithm that detects 

edges using gradient magnitude 

and direction. 

Provides accurate edge detection; 

robust against noise. 

More computationally intensive than 

simpler methods; requires careful 

parameter selection. 

 

5. Conclusion 
 

While traditional enhancement techniques have proven 

effective in improving the quality of historical document 

images, they often face challenges when dealing with severe 

degradation or complex noise patterns. The integration of 

advanced methods, such as those utilizing Markov Random 

Fields (MRF), can further enhance these traditional 

approaches by incorporating contextual information and 

improving classification accuracy in noisy environments. 
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