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Abstract: The advent of machine learning and artificial intelligence (AI) has be0stowed a significant advantage upon businesses, 

particularly through the analysis of Amazon reviews. As Amazon has become almost synonymous with online shopping, it has empowered 

small businesses to grow more rapidly than through conventional retail channels. This platform eases self-publishing, enabling individuals 

to distribute their books without needing to secure a publisher. Additionally, it allows small enterprises, irrespective of their location, to 

set up an Amazon account and reach a global customer base. This paper explores how machine learning and AI enhance the utility of 

Amazon review analysis, providing businesses with critical insights to drive growth and improve customer satisfaction. 
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1. Introduction 
 

Machine learning and AI have provided businesses with a 

priceless advantage: Amazon review analysis. 

 

Amazon and online shopping have become synonymous, 

owing to the platform's ability to allow small businesses to 

expand faster than they could through traditional retail 

outlets. A person can self-publish a copy of the book without 

having to worry about convincing a publisher. A small 

business in a faraway land can open an Amazon account and 

sell to people all over the world. 

 

Because of its prominence and popularity, Amazon is the only 

site where people genuinely spend time and give lengthy 

evaluations, as opposed to other platforms where customers 

must be prodded. As the case we will look at later shows, 

Amazon review research process can reveal a lot about a 

product, including aspects that the company may not have 

considered. 

 

a) Analytical Question: 

Analyzing Amazon review data can provide valuable 

customer response that can be used to improve products? 

Discover product features from Amazon reviews while also 

allowing brands to explore beyond star ratings. The 

sentimental analysis method will be used to solve this 

analysis. 

 

b) Goals and Objectives: 

Understanding consumer behavior and demands in relation to 

a company and its products is critical. Sentiment analysis is 

one of the main aspects in which NLP has been widely 

applied. In general, client feedback on a product can be 

classified as Positive, Negative, or Neutral. Companies can 

decide how satisfied their clients are with their 

products/services by interpreting client feedback through 

product reviews. 

 

c) Sentimental Analysis: 

Many of us, without even realizing it, engage in sentiment 

analysis on a regular basis. It has become a fundamental part 

of our culture; from the reviews we post on sites like Yelp and 

Amazon to the comments we provide on a purchase in an 

online store. Companies had huge difficulty early on with 

how to respond to often contradictory customer feedback. 

Companies were able to deal with this issue thanks to the 

emergence of sentiment analysis, which allowed them to 

focus on the overall tone of the remarks rather than the 

specifics and change their responses accordingly. 

 

Finding the emotions underlying each phrase - whether anger, 

contempt, fear, joy, sadness, or surprise - is a typical method. 

NLP, which evaluates the meaning of each word, is used to 

do this. Following that, machine learning and natural 

language comprehension are used to figure out what the text 

is about, such as what generated the feelings or how they are 

related to one another. 

 

Sentimental Analysis classified into three categories: 

• Predictive sentiment analysis 

• Diagnostic sentiment analysis 

• Sentiment classification 
 

In this analysis, we used Recurrent Neural Network (RNN), 

A recurrent neural network is a type of neural network that is 

designed to handle a sequence of data x(t)= x(1), x(2),..., x() 

with a time step index t ranging from 1 to t. RNNs are often 

preferable for jobs that need sequential inputs, such as voice 

and language. RNNs are referred to as recurrent because they 

do the same task for each element of a sequence, with the 

outcome relying on past calculations. If you wish to expect 

the next word in a sentence in an NLP problem, you must first 

understand the words that precede it. RNNs also have a 

"memory" that stores information about earlier calculations. 

In RNN, the sequence we are interested in is a three-word 

sentence, the network will be unrolled into a three-layer 

neural network, with one layer for each word. 

• Input: At time step t, x(t) is used as the network's input. 

For instance, x1 could be a one-hot vector matching a 

sentence's first word. 

• Hidden state: h(t) is a hidden state at time t and serves as 

the network's "memory." h(t) is calculated using the 

current input and the hidden state from the earlier time 

step: h(t) = f (U x(t) + W h(t1)). A non-linear 

transformation, such as tanh or ReLU, is assumed for the 

function f. 

• Weights: The RNN has input to hidden connections that 

are measured by a weight matrix U, hidden-to-hidden 

recurrent connections that are measured by a weight 

matrix W, and hidden-to-output connections that are 
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parameterized by a weight matrix V, with all of these 

weights (U,V,W) being shared across time. 

• Output: The output of the network is represented by o(t). 

In the diagram, I simply added an arrow after o(t), which 

is likewise prone to non-linearity, particularly when the 

network has further layered downstream.                                                

 

We use RNN with LSTM models for this analysis. 

 

2. Data Objectives 
 

Do the following to prove the Data cleaning process: 

 

2.1 EDA is explained as follows: 

 

Exploratory data analysis explores a series of stages and 

processes that involve data preparation and cleaning to obtain 

clean data set. Lemmatizing, tokenization, and the removal of 

unclean data (tags, punctuation, stop words, and so on) were 

conducted in addition to the fundamental preprocessing and 

data cleaning had done to the text data. This alone resulted in 

an increase of over 18 points in accuracy. and visually plot 

the data. EDA has not changed. 

 

Changes to the hyperparameters of all evaluated models to 

enhance accuracy even slightly, inclusion of cross validation 

testing for all models, and an increase in dataset size are the 

primary differences of work. 

 

We must assume that all customers who buy a product leave 

a rating/review to find genuine general sentiment toward the 

product. In practice, this is not the case. Most people who buy 

a product do not give it a review or a rating. The expectation 

is that the bulk of evaluations will be on either extreme, but it 

turns out that follow-up emails and marketing for a product 

can result in various reviews ranging from ordinary (3 stars) 

to exceptional (5 stars). When someone is writing a piece 

critiquing a product, on the other hand, the length of a text 

review is usually longer. Our EDA proves this, and the dataset 

itself has a positive bias. 

• The first stage is to check for duplicates, missing 

values, and data that is inconsistent. 

• We estimate the importance of columns and 

drop/keep them as needed, mostly keeping only text 

data. 

• Because the number of rows having NANs was so 

little in comparison to the overall number of rows, 

we decided to remove them.  

• The overall column (i.e., product rating) and the 

review column are the two key columns on which we 

focus our investigation. column of text (i.e., textual 

description and product review). 

• Punctuation Elimination, the removal of redundant 

and special characters, such as punctuation, is a key 

duty in text normalization. The fundamental reason 

for this is that, while punctuation can offer useful 

insights into a review's emotion, even advanced 

language processing models such as BERT and 

GPT3 are unable to detect it. Because punctuation 

tends to throw the models off rather than aiding them 

in predicting the correct class, cutting it is a popular 

approach. 

• Num_words_text is removed, Num_words_text are 

the words that appear the most often when a corpus 

of text is aggregated based on solitary tokens and 

their frequencies are examined. Num_words_text 

include articles (a, the, and an), pronouns (you, 

them, they, me), and prepositions. They are 

insignificant at best. They are often eliminated from 

text during processing to preserve words with the 

most meaning and context. 

• Stemming and lemmatization, Lemmatization is the 

process of reducing each word's inflectional forms to 

a single base or root. Stemming is a crude method 

that chops off the ends of words in the hopes of 

reaching this goal most of the time, and it sometimes 

includes the removal of word formation units (the 

resulting part is known as the stem). Lemmatization 

is the process of returning the bottom or vocabulary 

of a word, that is known as the lemma, by 

appropriately using a vocabulary and morphological 

study of words. 
 

Because the text is the least structured of all the access data, 

it has many sorts of noise and is unusable without pre-

processing. Text preprocessing refers to the process of 

cleaning and standardizing text to make it noise-free and 

ready for analysis. It is needed to obtain any coherent results. 

 
2.2 Process of Tokenization: 

 

Tokenization is the process of dividing or tokenizing a string 

of text into a list of tokens. Tokens are subunits of text 

document parts. They can be words, sentences, or phrases, 

among other things. For tokenization, we employed the 

Ngrams approach in our study. An n-gram is a contiguous 

sequence of n items from a text or audio sample, syllables, 

Phonemes, letters, words, and base pairs are common objects, 

depending on the appliance.  

 

Tokenizer.sequences to matrix (x, mode='binary'): X = 

tokenizer.sequences to matrix (x, mode= If the word is 

present in the sample, the value of a word feature is 1, 

otherwise it is zero. 

 

Count: X = tokenizer.sequences to matrix (x, mode='count'); 

the value is the number of times a word appears in the phrase 

in this example. 

 

Tokenizer.sequences to matrix (x, mode='tfidf'): TF-IDF: X = 

tokenizer.sequences to matrix (x, mode= In this case, we 

analyze the TF and IDF of the sample word in relation to the 

word's occurrence across the document.  

 

2.3 Process of padding 

 

In the padding process, each word is equal to a vector, each 

sample with a different number of words will have a different 

number of vectors. Now, to feed a model, each sample must 

have the same dimension, which needs padding to ensure that 

the number of words in each sample is equal. 

Each text is converted into an integer sequence. In other 

words, if you had a sentence, it would assign an integer to 

each word in it. To confirm the given integer to your word, 
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use tokenizer.word index () (returns a dictionary). We are 

padding all sentences to a maximum length of 100 characters. 

 

2.4 Finding Sentiments 

 

In this analysis, we used Recurrent neural network with 

LSTM model with sentiment processing and an embedding 

approach. The sentiments are categorized “Positive,” 

“Neutral” and “Negative,” “Overall” column has 1 to 5 

ratings with Review text. “4 and 5” were Positive, 3 – Neutral 

and 1 and 2 were Negative” to get sentiment in out model, we 

created a simple method to get sentiments from overall 

reviews, basically “3, 4 and 5” rating is Positive and anything 

below which is “1 and 2: are considered “Negative”. 

Accuracy, a basic calculation of the percent of accurately 

predicted labels, was used as the loss metric. Even with 

sentiment partitioning, the model accuracy on the test set 

never exceeded 56 percent, while approaching train accuracy. 

 

2.5 Data Preparation 

 

For this Sentimental analysis, we are using UCI data set from 

UCI Machine Learning Repository. This data set has 3000 

records with positive and negative sentiment available from 3 

different websites: Amazon, IMDb, and Yelp. 500 positive 

sentences are labeled 1 and 500 negative sentences are labeled 

0. Each website's information is saved in a separate text file. 

 

1) Include standard imports and creating data frames: 

 
 

2) Loaded the data set into pandas: 

 

3) Loaded the data set into data frames: 

 
 

4) Examine the Amazon data frames and checking their 

dimensions: 

 
 

5) Clean the data set using clean_text function: 

 
 

6) Include descriptive statistics feature: 
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7) Plot the sns: 

 
 

8) Include the short reviews and long reviews: 

 
 

9) Print the Short reviews: 

 
 

10) Split data set into train and test: 

 
 

3. Architecture Network 
 

Explain the Network Used for this Analysis: 

For this analysis, we used a bidirectional RNN with LSTMs 

to create our encoding layer. A recurrent neural network 

(RNN) is an artificial neural network that uses sequential or 

time series input to learn. We are using deep learning 

algorithms to process natural language (nlp). LSTM networks 

are a sort of recurrent neural network that can learn order 

dependence in sequence prediction issues. 

 
3.1 Overview of the Model TensorFlow: 

 

LSTM (Long-Short Term Memory) neural networks are a sort 

of RNN that is built for long-term dependence and can store 

information for an extended length of time. When compared 

to traditional RNN, which may be used to predict future 

words based on previous work analysis, this method is more 

efficient. 

 

 
 

 
 

For this project, an LSTM model was created for sentimental 

analysis. 

• The output shape (100,16) is used to generate an 

embedding layer. This guarantees that the words are fed 

into the model according to the sentiment-specific 

vocabulary generated by word embeddings. 

• To avoid the problem of overfitting when data advances 

further into the layers of the model, two dropout layers are 

added before and after the LSTM layer. 

• The model generates an LSTM bidirectional layer of 

output shape (128) for the categorization of positive or 

negative emotion included in the words. 

• To capture the output of the LSTM effectively and to 

stabilize the state of the model throughout 3 epochs, two 

dense layers of output shape (,64) and (,1) are built. 

 

3.2 Type of Layers: 

 

Layers are the core features of TensorFlow. Here is the list of 

different available layers 
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• Core Layer: input_data, fully_connected, dropout, 

custom_layer, reshape, flatten, activation, single_unit, 

highway, one_hot_encoding and time_distributed. 

• ConvLayer: Conv_2d, 

Conv_2d_transpose_max_pool_2d, avg_pool_2d, 

upsample_2d, Conv_1d, max_pool_1d, avg_pool_1d, 

residual_block, residual_bottleneck, conv_3d, 

max_pool_3d, avg_pool_3d, highway_conv_1d, 

highway_conv_2d, global_avg_pool, and 

global_max_pool. 

• Recurrent Layer: Simple_rnn, lstm, gru, bidirectional_rnn 

and dynamic_rnn 

• Embedding Layer: Embedding 

• Normalization Layer: Batch_normalization, 

local_response_normalization and 12_normalize 

• Merge Layer: Merge and merge_outputs 

• Estimator Layer: regression 

 

In this analysis, we used Recurrent layer with  

lstm with (embedding_dim,dropout=0.2, 

recurrent_dropout=0.2, return_sequences=True) and 

 Embedding with embedding_dim,dropout=0.2, 

recurrent_dropout=0.2, return_sequences=True,  

Dropout (0,4) 

Bidirectional layer with LSTM (64) 

Dense layer with (64, activation='relu') 

3.3 Neural Networks and affects: 

 

In this sentimental analysis, we used RNN network. A 

feedforward neural network with an internal memory is 

known as a recurrent neural network. RNN is recurrent in 

nature since it performs the same function for each data input, 

and the current input's outcome is dependent on the previous 

one's computation. The output is replicated and transmitted 

back into the recurrent network when it is created. It examines 

the current input as well as the output from the prior input 

when deciding. RNNs can model data sequences so that each 

sample is thought to be reliant on the ones before it. Even 

convolutional layers and recurrent neural networks are 

employed to extend the effective pixel neighborhood. 

 

We used LSTM model for this analysis, Long-term memory 

(LSTM) networks are a modified version of recurrent neural 

networks that make it easier to recall past material. RNN's 

vanishing gradient problem is overcome in this paper. Given 

time lags of uncertain duration, LSTM is well suited to 

identify, analyses, and predict time series. Using 

backpropagation, it trains the model. Three gates are included 

in an LSTM network. 

 

4. Conclusion 
 

According to the above classification report, the model had 

the simplest time classifying the sentiment of Bad and 

Excellent reviews but had a more difficult difficulty 

classifying the sentiment of Fair and Good ratings. The 

accuracy of Fair and Good predictions was slightly higher 

than randomly selecting a class. 

 

If we ran this model again, it would be interesting to see if 

changing the categories affected the model's accuracy. If we 

combined 4- and 5-star ratings together, we believe the 

algorithm would be effective in predicting helpful reviews. 

Also, combining Bad and Fair reviews together as negative 

would be the same. Another project concept would be to use 

sentiment analysis to forecast the actual star rating. 
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