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Abstract: Producer Price Index (PPI) is a key indicator of economic stability of a country. This project aims to forecast the quarterly 

future PPI of USA using ARIMA Model for the years 2003 2007, using a data set with quarterly PPI data for the years 1960 2002. Based 

on our analysis, it was interpreted that the ARIMA(1,1,1) was best suited for modeling the future PPI, with maximum log-likelihood of 

and the minimum AIC of 393. The Ljung Box test reveals that the residuals are free from heteroscedasticity and serial correlation. 

 

1. Introduction 
 

Producer Price Index (PPI), is a family of indexes that 

measures the average change in selling prices received by 

domestic producers of goods and services over time. It is 

basically a measure of changed of prices from the 

perspective of the seller. It considers three areas of 

production: industry-based, commodity-based and 

commodity-based nal demand-intermediate demand. An 

index takes the weighted average of the changes across all 

industries, and reports the results with respect to a base year. 

 

PPI holds many important uses. It is a short term indicator of 

in ationary trends, it is used as an analytical tool by many 

businesses and researchers and used by many international 

organisations such as Eurostat, IMF for economic 

monitoring of countries and comparison. 

 

In this project, we have used a dataset which provides the 

quarterly PPI data of USA from the years 1960 - 2002. 

 

2. Literature Review 
 

There are many forecasting models which have been used to 

predict PPI values, these include gray box model, regression 

analysis and time series analysis. Prasad S. Bhattacharyay 

and Dimitrios D. Thomakos in their paper on CPI and PPI 

prediction, compared various models including VAR (using 

Philip's concepts on unemployment and in ation rate), 

ARIMA models, models where the e ects of the exchange 

rate and import prices are taken into account. Past studies in 

the literature also use commodity prices as an economic 

indicator to achieve forecast improvements, though the 

results are mixed. Combining both aggregate and 

disaggregate indicators through Bayesian shrinkage 

procedures, Zellner and Chen (2001) also report higher 

forecast accuracy 

 

3. Data Used 
 

The data we have used for the paper gives the quarterly PPI 

of USA from 1960 2002, from the 

US Bureau of Labour Statistics. The link: 

https://drive.google.com/file/d/0BwogTI8d6EEiM3JlTDdX

NEFfRDg/edit 

 

4. Methodology 
 

4.1 Overview 

 

We follow the standard Jenkins Box approach of ARIMA 

modeling to determine an appropriate model for our 

forecast. The rst step is to determine the stationarity of the 

data we have. This is done by the Augmented Dickey Fuller 

Test (ADF). If stationarity is not achieved we di erence our 

data n times till we achieve stationarity. Once we have this, 

we plot the Autocorrelation Function (ACF) and Partial 

Autocorrelation functions (PACF) for the stationary data we 

have,and determine the order of AR process and MA process 

through the number of spikes in the PACF and ACF 

respectively. 

 

We then compare our obtained model with other models by 

comparing the Akaike Information Criteria (AIC) and 

Bayesian Information Criteria (BIC) values, and also check 

the e ciency of our model by plotting the ACF of our 

residuals and checking whether they are correlated. 

 

4.2 Graphs and their interpretations 

 

Based on the above written methodology, we plot relevant 

graphs and give our interpretations regarding the same. 

 

4.2.1 Plots of PPI to visualise data 
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The above two graphs show the plots of PPI vs time and 

DPPI vs time. As can be visually observed, PPI is positively 

correlated with time, while DPPI can visually be seen to be 

have a constant mean and be less dependent on the time. We 

will verify these visual observations statistically. 

 

4.2.2 Checking for Stationarity of the data 

Augmented Dickey Fuller Test for PPI variable 

 

 

 

 
 

From the above ADF test on the PPI variable, the p-value is 

very high and we cannot reject the null hypothesis, and 

therefore we conclude that the variable is non-stationary. 

Hence we apply the same test on the DPPI variable to check 

for its stationarity. Augmented Dickey Fuller Test for DPPI 

variable 

 

 
 

The p-value of the ADF test on the DPPI variable is 0.01, 

and hence we can say with 99% con dence that the null 

hypothesis (DPPI is non-stationary) can be rejected. We can 

say that the rst difference is stationary, and estimate the best 

model by determining the AR and MA parameters. 

 

4.2.3 ACF and PCF plots to determine Order of ARIMA 

Process 
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The MA order can be determined from the number of spikes 

in ACF plot of DPPI, and it is determined to be 1 indicating 

a MA(1) process. We will compare our results with other 

MA orders and check if our estimate is correct. The AR 

order can be determined from the number of spikes in PACF 

plot of DPPI, and it is determined to be 1. This indicates an 

AR(1) process. 

 

Furthermore, analysing the ACF plot of PPI, con rms our 

previous observation of non-stationarity in the original PPI 

data, which can be seen from the ACF plot of PPI vs lag. 

The plot isn't exactly geometrically decreasing and remains 

slowly decreasing which indicates non-stationarity of data. 
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4.2.4 Comparison with Di erent ARIMA models and coefficients of equations obtained 
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Table 1: ARIMA Models 

 

ARIMA 

(1,0,0) 

ARIMA 

(2,0,0) - 

ARIMA 

(0,0,1) 

ARIMA 

(1,0,1) 

ARIMA 

(1,1,0) 

ARIMA 

(0,1,1) 

ARIMA 

(1,1,1) 

ARIMA 

(1,1,3) 

ARIMA 

(2,1,3) 

Const 64.37 64.18 64.69 64.67 0.46 0.47 0.43 0.43 0.44 

L1.ar 0.999 1.64 - 0.99 0.55 - 0.72 0.73 1.51 

L2.ar - -0.64 - - - - - - -0.71 

L1.ma - 
 

1 0.53 - 
 

0.48 -0.25 -0.24 -1.05 

L2.ma - - - - - - - -0.1 0.21 

L3.ma - - - - - - - 0.12 0.32 

AIC 502 424 1401 441 412 405 393 392 390 

BIC 511 426 1420 543 408 414 406 411 412 

 

The above table mentions the lag coefficients obtained when 

we tested the data set with the different ARIMA models 

mentioned. On comparing the AIC values we obtain the 

minimum AIC to be associated with ARIMA (1,1,1) 

 

4.2.5 Forecasting 

 

 

 

Forecasting of PPI variable 

 
Forecasting of DPPI variable 

 
 

We have shown the forecasts of PPI and DPPI in the above 

two graphs with a 5% confidence interval(2.5% both side), 

on an ARIMA(1,1,1) for the difference variable. 

 

5. Conclusion 
 

In this term paper we have analyzed the Producer Price 

Index of USA, and forecast the PPI for the future years using 

a ARIMA Model. We found the rst difference to be 

stationary, and estimated the most appropriate ARIMA 

model which comes out to be a ARIMA (1,1,1) model. 

 

The model was verified by comparing with other models and 

we obtained a minimum AIC value of 393 and the 

corresponding BIC to be 406 corresponding to our model, 

indicating that it is better than the other models. 
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