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Abstract: In this paper, we present an extended form of partial differentiability of pointwise multiplication of a 𝑪∞  function with a 

generalized functions (distributions) tions) with compact support to the form of partial derivative of tensor product of 𝑪∞function with 

distributions. We extend the result of Leibnitz rule for pointwise multiplication. 
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1. Preliminaries 
 

Definition. Let ℰ(ℝn)  be the space of infinitely 

differentiable functions on ℝn , equipped with the topology 

of uniform convergence of every derivative on every 

compact subset of ℝn . 
 

We adopt the following notations: p = (p1 , p2, ⋯ , pn) ,pi  

positive or zero integers, will be a multi ‐ index of 

differentiation of order |p| = p1 + p2 +⋯+ pn , so that, 

for ϕ ∈ ℰ(ℝn) . 

 

We shall also introduce the convension p! = p1! p2! ⋯pn !, 
and that, for x ∈ ℝn , x = (x1 , x2, x3, ⋯ , xn) , xp  will be 

x1
p1 , x2

p2 , ⋯, xn
pn ,, then the usual Taylor formula is written in 

ℝn  as it in ℝ: 

 

Among the multi‐indices, we introduce an order relation 

by putting p ≤ q if p1 ≤ q1 , p2 ≤ q2 ,⋅⋅⋅, pn≤qn
, and an 

addition, with p + q = (p1 + q1 , p2 + q2 ,⋅ ⋅ ⋅ , pn + qn ) .  

 

The Leintitz formula for the deriavtive of a product, is 

written as 

 

The topology of ℰ(ℝn) may be defined by the family of 

seminorms Pm ,k: 

𝑃𝑚,𝑘(𝜙) =  max |𝜙(𝑝)(𝑥)| 

 

Definition 

The support of a continuous function φ is the smallest 

closed subset of ℝn  outside which φ is zero or varnishes 

or complement of the closure of a set. 𝒟K (ℝn)will be the 

subspace of ℰ(ℝn) formed by the functions having their 

support in the compact subset K of ℝn ; it will be endowed 

with the topology induced by ℰ(ℝn). 

 

Definition 

The space 𝒟(ℝn) of infinitely differentiable functions with 

compact support is the union of the 𝒟K  (Rn), K compact. 

 

Definition 

Let f(x) and g(x) be locally integrable functions in the 

spaces ℝm  and ℝm  respectively. That is, if  |
∙

ℜ
f(x)|dx <

∞ and ,
∙

ℜ
|g(x)|dx < ∞  over regions ℜ  and ℜ′  in ℝm  

and ℝn  respectively. 

 

From the above established definition, the function 

f(x)g(x)  is also locally integrable in ℝm+n  for all 

x ∈ ℝm , y ∈ ℝn . It defines the regular distribution by the 

given formula 

 

〈f(x)g(y) , φ(x, y)〉 =  f
∞

−∞
(x)  g

∞

−∞
(y)φ(x, y)dydx =

〈f(x) , 〈g(y) , φ(x, y)〉〉 
or 

〈g(y)f(x) , φ(x, y)〉 =  g
∞

−∞
(y)  f

∞

−∞
(x)φ(x, y)dxdy =

〈g(y) , 〈f(x) , φ(x, y)〉〉 
 

This implies that 

〈f(x)g(y) , φ(x, y)〉 = 〈f(x) , 〈g(y) , φ(x, y =
〈g(y), 〈f(x), φ(x, y) for allφ(x, y) ∈ 𝒟m+n ≅ 𝒟(ℝm × ℝn ). 

 

Definition 

Let the open subsets be Ω1 ⊂ ℝ
m and Ω2 ⊂ ℝ

n . Then the 

product of the open subsets Ω1 × Ω2  is given as Ω1 ×
Ω2 = {(x, y) ∶  x ∈ Ω1 , y ∈ Ω2} ⊂ ℝm+n . The product 

Ω1 × Ω2 is also an open subset in ℝm +n . 
 

Definition 

Let f be a function on the open subset Ω1 and g acting on 

the open subset Ω2. Then we define the direct or the tensor 

product of f  and g  on Ω1 × Ω2  (given as (f ⊗ g)  : 

Ω1 × Ω2 ⊂ ℝ
m+n ↦ ℂ) by 

(𝑓 ⊗ 𝑔)(𝑥, 𝑦) = 𝑓(𝑥)𝑔(𝑦) 

 

Clearly, it is commutative, that is, (f ⊗ g)(x, y) = (g⊗
f)(y, x) for every pair of real numbers(x, y) ∈ Ω1 × Ω2 . 
 

Remark 

Since f and g are polynomials, we can have pointwise 

multiplication: (x)g(x) = g(y)f(x) . 

 

Definition 

We define the expression µ(x) ⊗ t(y) , the direct product 

of the distributionsμ(x) ∈ 𝒟′(ℝm ) and t(y) ∈ 𝒟′(ℝn) for 
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every x ∈ ℝm  and y ∈ ℝn  as the following mathematical 

expression below: 

〈μ(x) ⊗ t(y) , φ(x, y)〉 = 〈μ(x) , 〈t(y) , φ(x, y 

 

Definition 

The derivative of a distribution is defined in such a way that 

if this distribution is a usual C1  function, its derivative 

coincides with the usual derivative of this function. One is 

therefore led to put: 

〈μ(p), φ〉  =  (−1)|p|〈μ, φ(p)〉 

 

Every distribution (in particular, every locally 

integrable function) is infinitely differentiable in the 

sense of distributions. The computation of the 

derivative is much more complicated than that in 

classical analysis: it involves different kinds of 

integral formulae, such as Stokes, Green, and so on. 

For instance, the function 
1

|𝑥|𝑛−2  (where |𝑥| =

 𝑥1
2 + +𝑥𝑛

2 ) is known to be harmonic in the 

complement of the origin; it is not regular in the 

neighbourhood of the origin. The classical compu‐

tation of its laplacian gives the simple answer 

△
1

|𝑥|𝑛−2 = 0in 𝐶0. But 
1

|𝑥|𝑛−2  is locally integrable in 

the whole of ℝ𝑛, and therefore is a distribution over 

ℝ𝑛; this distribution must have a laplacian over ℝ𝑛 

and this is 

△ (
1

|𝑥|𝑛−2
)  = −(𝑛 − 2)𝑆𝑛𝛿, 

where𝑆𝑛 is the area of the unit sphere in ℝ𝑛. 

 

Definition. Multiplication of two distributions cannot be 

defined. One can define easily the product of a distribution 

μ by a function φ of ℰ  in such a way that, if μ is a 

locally integrable function f, we just get the usual product 

φf. One puts 

〈φμ, ϕ〉 = 〈μ, φϕ〉, μ ∈ 𝒟′ , ϕ ∈ 𝒟,φ ∈ ℰ (1.3). 

 

This multiplication has the usual properties, in particular 

bilinearity, associativity with multiplication in ℰ  (that is 

(φβ)μ = φ(βμ)), and Leibnitz’s formula for a derivative of 

a product 

(𝜇𝑇)(𝑝) = 
𝑝!

𝑞! (𝑝 − 𝑞)!

∞

𝑞≤𝑝

𝜇(𝑞)𝑇(𝑝−𝑞) 

Many people have tried to extend this very restricted 

multiplication, but without any great success of course, 

formula (1.3) holds if φ is only m times continuously 

differentiable, φ ∈ ℰm , provided T is only a distribution 

of order ≤ m (here 𝒟m  is the subspace of ℰm  formed by 

the functions of compact support; it is equipped with the 

inductive limit of the topologies of the space 𝒟K
m ; and a 

distribution μ is of order ≤ mif it can be extended as a 

continuous linear form on 𝒟m ). But it can be easily proved 

that no product can be defined for two arbitrary distributions 

so that it possesses reasonable properties (as associativity, 

Leibnitz formula). It appears more and more that some of 

the greatest mathematical difficulties in theoretical physics, 

for instance, in quantum field theory, proceed precisely from 

this impossibility of multiplication.  

 

Now, we present the main result. 

 

Theorem 

Let μ ∈ ℰ ′ (ℝn) and ∈ 𝒟′(ℝn)  . For for every k =
(k1, k2, ⋯ , kn) ∈ ℕ, we have 

𝐷𝑘(𝜇 ∗ 𝑡) =  
𝑘!

(𝑘−𝑗)!𝑗!

∞
𝑗≤𝑘 (𝐷𝑗𝜇) ∗ (𝐷𝑘−𝑗𝑡)in𝒟′(ℝ𝑛) 

Similarly 

𝐷𝑘(𝜇 ⊗ 𝑡) =   
𝑘
𝑗
 𝑘

𝑗=0 (𝐷𝑗𝜇) ⊗ (𝐷𝑘−𝑗𝑡)in𝒟′(ℝ𝑛) 

Proof: For any ∈ 𝒟(ℝn) , from definition we have 

〈𝐷𝑘(𝜇 ∗ 𝑡) , 𝜑〉  =  (−1)|𝑘|〈𝜇 ∗ 𝑡, 𝐷𝑘𝜑〉 

=  (−1)|𝑘|〈𝜇(𝑥) ⊗ 𝑡(𝑦) , 𝐷𝑘𝜑(𝑥 + 𝑦)〉 

= 〈𝜇(𝑥) , 〈𝑡(𝑦) , (𝑥 + 𝑦)𝑘𝜑(𝑥 + 𝑦)〉〉 

But from the binomial expansion of (𝑥 + 𝑦)𝑘 =

 (
𝑗
𝑘𝑘

𝑗=0 ) 𝑥𝑗𝑦𝑘−𝑗, then we have 

〈𝐷𝑘(𝜇 ∗ 𝑡) , 𝜑〉 = 〈𝜇(𝑥) , 〈𝑡(𝑦) ,   
𝑘
𝑗
 𝑘

𝑗=0 𝑥𝑗𝑦𝑘−𝑗𝜑(𝑥 +

𝑦)〉〉 

= 〈𝜇(𝑥) , 〈  
𝑘
𝑗
 

𝑘

𝑗=0

𝑥 𝑗 𝑡(𝑦) , 𝑦𝑘−𝑗𝜑(𝑥 + 𝑦)〉〉 

= 〈𝜇(𝑥) ,  
𝑘
𝑗
 

𝑘

𝑗=0

𝑥 𝑗 〈𝑡(𝑦) , 𝑦𝑘−𝑗𝜑(𝑥 + 𝑦)〉〉 

= 〈𝜇(𝑥) ,  
𝑘
𝑗
 

𝑘

𝑗=0

𝑥 𝑗 〈𝑦𝑘−𝑗 𝑡(𝑦) , 𝜑(𝑥 + 𝑦)〉〉 

= 〈  
𝑘
𝑗
 

𝑘

𝑗=0

𝑥 𝑗𝜇(𝑥) , 〈𝑦𝑘−𝑗 𝑡(𝑦) , 𝜑(𝑥 + 𝑦)〉〉 

= 〈  
𝑘
𝑗
 

𝑘

𝑗=0

𝑥 𝑗𝜇(𝑥) ⊗ 𝑦𝑘−𝑗 𝑡(𝑦) , 𝜑(𝑥, 𝑦)〉 

= 〈  
𝑘
𝑗
 

𝑘

𝑗=0

𝑥 𝑗𝜇(𝑥) ∗ 𝑥𝑘−𝑗 𝑡, 𝜑(𝑥, 𝑦)〉 

Also, similarly we have that 

〈𝐷𝑘(𝜇 ⊗ 𝑡) , 𝜑(𝑥, 𝑦)〉  =  (−1)|𝑘|〈𝜇 ⊗ 𝑡, 𝐷𝑘𝜑(𝑥, 𝑦)〉 

=  (−1)|𝑘|〈𝜇(𝑥)𝑡(𝑦) , 𝐷𝑘𝜑(𝑥, 𝑦)〉 

=  (−1)|𝑘|〈𝜇(𝑥) , 〈𝑡(𝑦) , 𝐷𝑘𝜑(𝑥 + 𝑦)〉〉 
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= 〈𝜇(𝑥) , 〈𝑡(𝑦) , (𝑥 + 𝑦)𝑘𝜑(𝑥 + 𝑦)〉〉 

= 〈𝜇(𝑥) , 〈𝑡(𝑦) , 
𝑘!

(𝑘 − 𝑗)! 𝑗!

𝑘

𝑗=0

𝑥 𝑗𝑦𝑘−𝑗𝜑(𝑥 + 𝑦)〉〉 

= 〈𝜇(𝑥) , 〈 
𝑘!

(𝑘 − 𝑗)! 𝑗!

𝑘

𝑗≤𝑘

𝑥 𝑗 𝑡(𝑦) , 𝑦𝑘−𝑗𝜑(𝑥 + 𝑦)〉〉 

= 〈𝜇(𝑥) , 
𝑘!

(𝑘 − 𝑗)! 𝑗!

𝑘

𝑗≤𝑘

𝑥 𝑗 〈𝑦𝑘−𝑗 𝑡(𝑦) , 𝜑(𝑥 + 𝑦)〉〉 

= 〈 
𝑘!

(𝑘 − 𝑗)! 𝑗!

𝑘

𝑗≤𝑘

𝑥 𝑗𝜇(𝑥) , 〈𝑦𝑘−𝑗 𝑡(𝑦) , 𝜑(𝑥 + 𝑦)〉〉 

= 〈 
𝑘!

(𝑘 − 𝑗)! 𝑗!

𝑘

𝑗≤𝑘

𝑥 𝑗𝜇(𝑥) ⊗ 𝑦𝑘−𝑗 𝑡(𝑦) , 𝜑(𝑥, 𝑦)〉 

= 〈 
𝑘!

(𝑘 − 𝑗)! 𝑗!

𝑘

𝑗≤𝑘

(𝐷𝑗𝜇) ⊗ (𝐷𝑘−𝑗 𝑡) , 𝜑(𝑥, 𝑦)〉 

Hence 

𝐷𝑘(𝜇 ⊗ 𝑡) =  
𝑘!

(𝑘−𝑗)!𝑗!

𝑘
𝑗=0 (𝐷𝑗𝜇) ⊗ (𝐷𝑘−𝑗𝑡) . 
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